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1. Notice

Thank you for choosing QNAP products! This user manual provides detailed instructions of using the

Turbo NAS (network-attached storage). Please read carefully and start to enjoy the powerful

functions of the Turbo NAS!

e The Turbo NAS is hereafter referred to as the NAS.

e This manual provides the description of all the functions of the Turbo NAS. The product you
purchased may not support certain functions dedicated to specific models.

Legal Notices
©Copyright 2009-2010. QNAP Systems, Inc. All Rights Reserved.

All the features, functionality, and other product specifications are subject to change without prior
notice or obligation. Information contained herein is subject to change without notice.

QNAP and the QNAP logo are trademarks of QNAP Systems, Inc. All other brands and product
names referred to are trademarks of their respective holders.
Further, the ® or ™ symbols are not used in the text.

DISCLAIMER

In no event shall the liability of QNAP Systems, Inc. (QNAP) exceed the price paid for the product
from direct, indirect, special, incidental, or consequential software, or its documentation. QNAP
makes no warranty or representation, expressed, implied, or statutory, with respect to its products
or the contents or use of this documentation and all accompanying software, and specifically
disclaims its quality, performance, merchantability, or fitness for any particular purpose. QNAP
reserves the right to revise or update its products, software, or documentation without obligation to
notify any individual or entity.

Back up your system periodically to avoid any potential data loss. QNAP disclaims any responsibility
of all sorts of data loss or recovery.

Should you return any components of the NAS package for refund or maintenance, make sure they
are carefully packed for shipping. Any form of damages due to improper packaging will not be
compensated.



1.1 Regulatory Notice

I : FCC STATEMENT

This equipment has been tested and found to comply with the limits for a Class B digital device,

pursuant to Part 15 of FCC Rules. These limits are designed to provide reasonable protection

against harmful interference in a residential installation. This equipment generates, uses, and can

radiate radio frequency energy and, if not installed and used in accordance with the instructions,

may cause harmful interference to radio communications. However, there is no guarantee that

interference will not occur in particular installation. If this equipment does cause harmful

interference to radio or television reception, which can be determined by turning the equipment off

and on, the user is encouraged to try to correct the interference by one or more of the following

measures:

e Reorient or relocate the receiving antenna.

e Increase the separation between the equipment and receiver.

e Connect the equipment into an outlet on a circuit different from that to which the receiver is
connected.

e Consult the dealer or an experienced radio/television technician for help.

The changes or modifications not expressly approved by the party responsible for compliance could
void the user’s authority to operate the equipment.
Shielded interface cables, if any, must be used in order to comply with the emission limits.

c E CE NOTICE

Class B only.



1.2 Symbols in this document

A

This icon indicates the instructions must be strictly followed. Failure to

Warning do so could result in injury to human body or death.
This icon indicates the action may lead to disk clearance or loss OR
‘_!J . failure to follow the instructions could result in data damage, disk
Caution

damage, or product damage.

o Important

This icon indicates the information provided is important or related to
legal regulations.




1.3 Safety Information and Precautions

10.

11.

12.

The NAS can operate normally in the temperature of 0°9C-40°C and relative humidity of 0%-

95%. Please make sure the environment is well-ventilated.

The power cord and devices connected to the NAS must provide correct supply voltage
(100W, 90-264V).

Do not place the NAS in direct sunlight or near chemicals. Make sure the temperature and
humidity of the environment are in optimized level.

Unplug the power cord and all the connected cables before cleaning. Wipe the NAS with a dry

towel. Do not use chemical or aerosol to clean the NAS.

Do not place any objects on the NAS for the server’s normal operation and to avoid overheat.

Use the flat head screws in the product package to lock the hard disk drives (HDD) in the NAS

when installing the HDD for proper operation.
Do not place the NAS near any liquid.
Do not place the NAS on any uneven surface to avoid falling off and damage.

Make sure the voltage is correct in your location when using the NAS. If you are not sure,

please contact the distributor or the local power supply company.
Do not place any object on the power cord.

Do not attempt to repair your NAS in any occasions. Improper disassembly of the product
may expose you to electric shock or other risks. For any enquiries, please contact the
distributor.

The chassis (also known as rack mount) NAS models should only be installed in the server
room and maintained by the authorized server manager or IT administrator. The server

room is locked by key or keycard access and only certified staff is allowed to enter the server

room.

Warning:
e Danger of explosion if battery is incorrectly replaced. Replace only with the same or

equivalent type recommended by the manufacturer. Dispose of used batteries according to

the manufacturer’s instructions.
e Do NOT touch the fan inside the system to avoid serious injuries.




2. Getting Started

Hardware Installation

For the information of hardware installation, see the ‘Quick Installation Guide’ (QIG) in the product
package. You can also find the QIG in the product CD-ROM or QNAP website (http://www.gnap.com/

).

Software Installation

After you have installed the NAS hardware, you can proceed to the software installation. The
following demonstration is based on Windows OS.

1. Install QNAP Finder from the product CD-ROM.

ick Installation
Install QNAP Finder
Install MetBal
Install

erm firmaiare

User Manual and Applicatio

Back Exit
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http://www.qnap.com/

. Run QNAP Finder. If Finder is blocked by your firewall, unblock the utility.

. QNAP Finder detects your NAS which has not been configured. Click 'Yes' which you are

prompted to perform quick setup of the NAS.

OMAP Finder

Servers  Conneck

Tools  Help

a
]
]
3
M

P Address

Yersian

Serer Type

The server 'MASBCBCEC' (10.8.13.133) is not configured yet, do
you want to set it up now?

The Cluick Setup Wizard will guide you through the configuration process.

[1Dan't ask me this question again, | will set up the server manually.

MAC Address A

i

F

t

7 E
MailBackup 10.8.12.649 33.0(0629T) TS5-6349 00-08-9B8-80-7E-Et
Phi404 10.8.12.92 3.2.0(0628T) T5-4049 00-00-00-00-51-81
43491-FM-Test 10.8.12 67 331 (0709Ty TE5-439Proll  00-08-9B-BE-23-DF
CMAP-FTR 10.8.12.1494 33.0(0629T) T5-5049 00-08-9B8-BA-65-B1
C50ang 10813144 3.3.0(0628T) T5-5049 00-08-9B-BE-65-C1
MASBEDHRSE 10812145 33.0(0628T) T5-2349 00-08-3B-BD-98-9¢ .,
i.____.__ T e ar—— o __i._l__

Connect Configure Details Fefresh Exit
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4. Click 'OK' to proceed.

5. Your default web browser will be opened. Follow the instructions to configure the NAS.

Quick Configuration

[ WELCOME >[ STEP 1 >[ STEP 2 >[ STEP 3 >[ STEP 4 >[ STEP 5 >[ STEP 6 >[ FIMISH >

Welcome

Welcome to the quick configuration wizard. This wizard will guide vou through the following steps to configure this systerm quickly:
1. Enter the server name.

2. Change the administrator password.

3. Enter the date, time and time zone for this server.

4. Enter the IP address, subnet mask and default gateway for this server.
5. Select the services to be enabled.

6. Select disk configuration

Mote: Changes to all settings will be effective only when you canfirm in the last step.

HEXT

12




6. Click 'START INSTALLATION' in the last step.

Quick Configuration a
[ WELCOME >[ STEP 1 >[ STEP 2 >[ STEP 3 >[ STEP 4 >[ STEP & >[ STEP 6 >[ FINISH >
Finish

The changes you have made to the senver are as below. Click "Start installation” to bhegin the quick configuration; or click "Back” to return to the
previous steps to modify the seftings.

Server Name MASBCHCEC

Password: The password is unchanged.

Time Zone : (GMT+08:00) Beijing, Chongging, Hong Kong, Lramgi
Time Setting: Setthe servertime the same as your computer time.
Metwark Obtain TCRAP settings automatically via DHCP

IP Address: =

Subnet Mask: =

Default Gateway:

Primary DNE Server

0.0.0.0

Secondary DMS Server

0.0.0.0

Metwork services:

Microsoft Metworking Weh File Manager,FTP Service, Download Station Multimedia Station WWeb Sener

Disk configuration: Raid 1

Encrept disk wolurme: ¥es

File Systern: EXT4

Drive 1: Seagate STIM160318A5 CC44149.05 GB
Drive 2: Seagate STI3160318A5 CC44149.05 GB

[ BACK ] [ START INSTALLATION ]

All the installed hard disk drives will be formatted and all the data will be cleared. Click 'OK' to

proceed.

The hard drives will he farmatted and all data will
he cleared. Are you sure?

[ ok | [ canceL |

13




8. When finished, click 'Return to system administration page' or enter the NAS IP in the web
browser to connect to the web administration page of the NAS.

Quick Configuration

System is initializing, please wait.

The syster is being configured. Do ROT power offthe server or unplug the hard driveds).
@1, Change the name for this server.

@, Change the administrator password.
@3, Change the time settings.

@4, Change the network settings.

@s. start the network services.

@6. nitialize the hard disk.

o
\ / Systern configuration completed. Return to system administration page.

14




2.1 Browse the CD-ROM

The NAS CD-ROM contains documentation including Quick Installation Guide (QIG), user manual,
application notes, and software utilities QNAP Finder, NetBak Replicator, and QGet.

ik r

Inst; JAP Finder

Install MetBalk

[nst: it

Back Exit
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You can browse the CD-ROM and access the following contents:

e Finder: The setup program of QNAP Finder (for Windows OS).

e Firmware: The firmware IMG file for the NAS model you purchased.

e Mac: The setup program of QNAP Finder (for Mac OS).

¢ Manual: The Quick Installation Guide, software user manuals, and hardware manual of Turbo
NAS.

e QGet: The setup program of QGet download utility (for Windows OS).

¢ QSG: View the hardware installation instructions of the NAS.

e Replicator: The setup program of NetBak Replicator (Windows utility for data backup from
Windows OS to QNAP NAS).

The above contents are also available on QNAP website (http://www.gnap.com/).

= TSCD_V3.2.8 (E:)

File Edit “iew Favorites Tools  Help #
e Back - \) l‘f p Search [F‘ Folders v
Address “ E v| G0
Mame - Size | Type
@ Picture Tasks [C)AutoRun File Folder
[T Finder File Folder
iFmware ile: Folder
e and Fold ! ICFi Filz Fold
File and Folder Tasks E:IMac File Folder
[CManual File Folder
Other Places I QEet File Folder
205G File: Folder
Details [0 Replicator File Folder
&8l auToRUN.ICO 1KB  IrfanView ICO
TSCD_¥3.2.8 (E:) b AUTORUN. INF 1¥E Setup Informat
D Drive
File System; COFS
Free Space: O bykes
Tokal Size: S06 ME
< I | ¥
821 bytes ﬂ My Cormpuker
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2.2 Hard Disk Drive Compatibility List

This product works with 2.5-inch/ 3.5-inch SATA hard disk drives (HDD) from major HDD brands.
For the HDD compatibility list, please visit http://www.gnap.com/.

Important: QNAP disclaims any responsibility for product damage/ malfunction or data
loss/ recovery due to misuse or improper installation of hard disks in any occasions for any
reasons.
; Caution: Note that if you install a HDD (new or used) which has never been installed on
._'.) the NAS before, the HDD will be formatted and partitioned automatically and all the disk

data will be cleared.

17
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2.3 Check System Status (LED and Alarm Buzzer)

LED Display & System Status Overview

LED Colour LED Status Description
1) The HDD on the NAS is being formatted
2) The NAS is being initialised
Flashes green and red 3) The system firmware is being updated
alternately every 0.5 4) RAID rebuilding is in process
sec 5) Online RAID capacity expansion is in
process
6) Online RAID level migration is in process
1) The HDD is invalid
2) The disk volume has reached its full
capacity
3) The disk volume is going to be full
4) The system fan is out of function (TS-119
does not support smart fan.)
System | Red /
5) An error occurs when accessing (read/
Status | Green Red
write) the disk data
6) A bad sector is detected on the HDD
7) The NAS is in degraded read-only mode (2
member HDD fail in a RAID 5 or RAID 6
configuration, the disk data can still be
read)
8) (Hardware self-test error)

Flashes red every 0.5

secC

The NAS is in degraded mode (one member

HDD fails in RAID 1, RAID 5 or RAID 6

configuration)

Flashes green every 0.5

sec

1)
2)

3)

The NAS is starting up
The NAS is not configured

The HDD is not formatted

18




LED Colour LED Status Description
Green The NAS is ready
Off All the HDD on the NAS are in standby mode
The disk data is being accessed and a read/
Orange
LAN write error occurs during the process
Flashes orange The NAS is connected to the network
Flashes red The NAS is being accessed from the network
Red/ Red A HDD read/ write error occurs
HDD
Green Flashes green The disk data is being accessed
Green The HDD can be accessed
1) A USB device (connected to front USB port)
is being detected
2) A USB device (connected to front USB port)
Flashes blue every 0.5 is being removed from the NAS
sec 3) The USB device (connected to the front USB
port) is being accessed
4) The data is being copied to or from the
usB Blue
external USB or eSATA device
1) A front USB device is detected (after the
device is mounted)
Blue 2) The NAS has finished copying the data to or
from the USB device connected to the front
USB port
Off No USB device can be detected
Flashes The eSATA device is being accessed
eSATA*
Off No eSATA device can be detected

* TS-210, TS-219, TS-439U-SP/RP, TS-809 Pro, TS-809U-RP do not support eSATA port.

19




Alarm Buzzer (the alarm buzzer can be disabled in '‘System Tools’ > ‘Hardware Settings’)

Beep sound

No. of Times

Description

sec)

Short beep (0.5 1 1) The NAS is starting up
sec) 2) The NAS is being shut down (software shutdown)
3) The user presses the reset button to reset the NAS
4) The system firmware has been updated
Short beep (0.5 (3 The NAS data cannot be copied to the external storage device

from the front USB port

Short beep (0.5
sec), long beep
(1.5 sec)

3, every 5 min

The system fan is out of function (TS-119 does not support

smart fan.)

Long beep (1.5
sec)

2 1) The disk volume is going to be full
2) The disk volume has reached its full capacity
3) The HDD on the NAS are in degraded mode
4) The user starts HDD rebuilding
1 1) The NAS is turned off by force shutdown (hardware

shutdown)
2) The NAS has been turned on and is ready

20




2.4 Connect to the NAS Network Shares

Windows Users

1. You can connect to the network shares of the NAS by the following means:

a.

Open My Network Places and find the workgroup of the NAS. If you cannot find the server,
browse the whole network to search for the NAS. Double click the name of the NAS for

connection.
Use the Run function in Windows. Enter \\NAS name or \\NAS IP

Type the name of a program, folder, document, or
e Internet resource, and wWindows will open it For wou.

Open: | V\NASEESTET] v |

[ K H Cancel H Browse, ., ]

Type the name of a pragram, Folder, document, or
= Internet resource, and Windows will open it for you,

Open: | V169,254,100, 100| v|

[ Ik l[ Cancel ][ Browse, .. ]
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2. Enter the default administrator name and password.

Default user name: admin
Default password: admin

3. You can upload files to the network shares.

Mac Users

1. Choose 'Go' > 'Connect to Server'.

2. There are two ways to mount a disk:
e AFP: type NAS IP or afp://NAS_IP
e SMB: type smb://NAS_IP or NAS_name
For example, 169.254.100.100 or smb://169.254.100.100

3. Click 'Connect'.

Linux Users

On Linux, run the following command:
mount -t nfs <NAS IP>:/<Network Share Name> <Directory to Mount>

For example, if the IP address of your NAS is 192.168.0.1 and you want to link the network share
folder *public” under the /mnt/pub directory, use the following command:
mount -t nfs 192.168.0.1:/public /mnt/pub

Note: You must login as the ‘root’ user to initiate the above command.

Login as the user ID you define, you can use the mounted directory to connect to your shared files.
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2.5 Connect to the NAS by Web Browser

Connect to the NAS by web browser on Windows or Mac OS

1. You can connect to the web administration page of the NAS by the following methods:
a. Use Finder to find the NAS.
b. Open a web browser and enter http://NAS IP:8080

Note: The default NAS IP is 169.254.100.100:8080. If you have configured the NAS to use
DHCP, you can use Finder to check the IP address of the NAS. Make sure the NAS and the
computer that runs Finder are connected to the same subnet. If you cannot search for the

NAS IP, connect the NAS to your computer directly and run Finder again.

2. Choose the display language from the drop-down menu on the login page of the NAS or after

you login the NAS.
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3. You can select to browse the NAS UI with Standard view or Flow view.

Standard view

Wieh File Manager

Flow view

ADMINISTRATION
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4. To configure the NAS, click ‘"ADMINISTRATION’. Enter the administrator name and password.

Default user name: admin

Default password: admin

Note that if you login the administration interface with a user account without the administration
right, you can only change your login password.

ADMINISTRATION

5. You can turn on the option '‘SSL login’ (Secure Sockets Layer login) to allow secure connection to
the NAS.

Note: If your NAS is placed behind an NAT gateway and you want to access the NAS by

secure login from the Internet, you must open the port 443 on your NAT and forward this
port to LAN IP of the NAS.

Cloze | ®

User Name :admin

Password essss

[ Remember user name

[ Remember password

W :S5L Ingin
[ SUBMIT ] [ CANCEL ]
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After you login the NAS, the home page will be shown. You can find the software wizards for

convenient setup of some features, links to QNAP technical support, forum, and Wiki, and the latest

RSS news feeds from QNAP*,

Welcome admin | Logout

English i

Turbo Station Wizard

Create a User Create Multiple Users Create a User Group
Create a user and azsign the Create multiple users and assign the Create a3 user group and assign the
privileges privileges privileges

S & =3

Create a Share Folder FTP Service Remote Replication
Create a shared folder and assign the Setupthe FTP service Setup the backup schedule
privileges

Support and Forum

Suppart Form GIMAP Forum CIMAP Wik

CQINAP Latest News

=l (2010.04 28) [Firrmware] TS-239 Turbo WAS Official Firmware Released (v3. 2.6 Build 0423)

] (2010.04 28 [Firmware] TS-239 Pro |l Turbo MNAS Official Firmware Released (w3.2.6 Build 0423
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There are 8 main sections in the server administration.

= Owerview
= 07 Systern Administration
[ O] Disk Managerment
] Access Right Management
[ [ Metwork Services
= 7] Applications
[ 0] Backup
[ [ External Device
[» [ Systermn Status

Click the triangle icon next to the section name to expand the tree and view the items listed under

each section.

4 Systern Administration

% General Settings

g Metwark

o) Hardware

e SECUY

“* Motification

N Power Management

& Metwork Recycle Bin

£, Backup System Settings
% Systern Logs

W Firmvare Update

\&) Restare to Factory Default
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To use the services such as Web File Manager, Download Station, Multimedia Station, and
Surveillance Station, choose the services from the drop-down menu or click the icons on the login

page.

English v

e

ADMINISTRATION

After you login the NAS, you can click the icons on top of the page to access the services.

=3

feb Fila hanager hultimedia Station Lownload Station
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2.6 System Migration

System migration allows existing QNAP NAS users to upgrade your NAS to another new QNAP NAS
model without the need to transfer the data or reconfigure the system. You only need to install the
original hard disk drives (HDD) on the new NAS following its original HDD order and restart the NAS.

Due to different hardware design, the NAS will automatically check if a firmware update is required
before system migration. After the migration has finished, all the settings and data will be kept and

applied to the new NAS.

The following table shows the NAS models which support system migration.

Source NAS Destination NAS Remarks

TS-x10/ TS-x19/ TS-x39/ 509/ | TS-x10/ TS-x19/ TS-x39/ 509/ | Firmware update required.
809/ SS-x39/ TS-x59 809/ SS-x39

TS-x10/ TS-x19/ TS-x39/ 509/ | TS-x59 Firmware update not required.
809/ SS-x39/ TS-x59

Note:

e The destination should contain enough drive bays to house the number of hard disk drives in
the disk volume of the source NAS.

e SS-x39 series supports only 2.5-inch HDD.
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Destination NAS

Disk volume supported for system migration

1-bay NAS

1-drive single disk volume

2-bay NAS

1 to 2-drive single disk volume/ JBOD/ RAID O,

2-drive RAID 1.

4-bay NAS

1 to 4-drive single disk volume/ JBOD/ RAID O,
2-drive RAID 1,
3 to 4-drive RAID 5,

4-drive RAID 6.

5-bay NAS

1 to 5-drive single disk volume/ JBOD/ RAID 0,
2-drive RAID 1,
3 to 5-drive RAID 5,

4 to 5-drive RAID 6.

6-bay NAS

1 to 6-drive single disk volume/ JBOD/ RAID O,
2-drive RAID 1,
3 to 6-drive RAID 5,

4 to 6-drive RAID 6.

8-bay NAS

1 to 8-drive single disk volume/ JBOD/ RAID 0,
2-drive RAID 1,
3 to 8-drive RAID 5,

4 to 8-drive RAID 6.
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Follow the steps below to perform system migration.

Caution: To avoid server damage or serious injuries, the system migration procedure should

be performed by an authorized server manager or IT administrator.

Turn off the source NAS and unplug the HDD.
Remove the HDD from the old trays and install them to the HDD trays of the new NAS.
Plug the HDD to the destination NAS (new model). Make sure the HDD are installed in the
original order.

4. Follow the instructions of the Quick Installation Guide (QIG) to connect the power supply and
network cable(s) of the new NAS.

5. Turn on the new NAS. Login the web administration interface as an administrator (default
login: admin; password: admin).

6. If you are informed to update the firmware of the new NAS, follow the instructions to download
and install the firmware.

7. Click 'Start Migrating'. The NAS will restart after system migration. All the data and settings
will be retained.

Some system settings will be removed after system migration due to different system design. You
may need to configure the following settings again on the new NAS.

e Windows AD

e Some QPKGs need to be resintalled (e.g. XDove)
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3. System Administration

You can configure general system settings, network settings, and hardware settings, update the
firmware, and more in this section.
General Settings[33

Network 37

Hardware[4&)

Security[5™

Notification[5#

Power Management[57

Network Recycle Bin[5H

Backup/ Restore Settings[63
System Logs[6™

Firmware Updatel[6®

Restore to Factory Default[69)
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3.1 General Settings

System Administration

Enter the name of the NAS. The server name supports maximum 14 characters and can be a
combination of the alphabets, numbers, and hyphen (-). The server name does not accept the
names with space, period (.), or names in pure number.

General Settings
| SYSTEM ADMINISTRATION || (| L] I

System Administration

Server Narme: MASECBCAC
Systerm Port: 20s0

Enable Secure Connection (S50

Paort Mumber:

3
[ Force secure connection (SSL) only

Hote: After enabling the "Force secure connection (S3L0) only' option, the Weh Adrministration can only be connected wia hittps.

APPLY

Assign a port for the system management. The default port is 8080. The services which use this
port include: System Management, Web File Manager, Multimedia Station, and Download Station. If
you are not sure about this setting, use the default port number.

Enable Secure Connection (SSL)

To allow the users to connect the NAS by https, turn on secure connection (SSL) and enter the port
number. If you turn on the option ‘Force secure connection (SSL) only’, the users can only connect
to the web administration page by https connection.
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Date and Time

Adjust the date, time, and time zone of the NAS according to your location. If the settings are

incorrect, the following problems may occur:

e When using a web browser to access the server or save a file, the display time of the action will be
incorrect.

e The time of the event log displayed will be inconsistent with the actual time when an action occurs.

Set the server time the same as your computer time
To synchronize the server time with the time of your computer, click 'Update now' next to this option.

Synchronize with an Internet time server automatically

You can turn on this option to synchronize the date and time of the NAS automatically with specified
NTP (Network Time Protocol) server. Enter the IP address or domain name of the NTP server, for
example, time.nist.gov, time.windows.com. Then enter the time interval for synchronization. This

option can be used only when the NAS is connected to the Internet.

Note: The first time synchronization may take several minutes to complete.

| || DATE AND TIME || Il [|

Date and Time

Time Fone: | (GMT+02:00) Taipei i

DateiTime: | 2010/6/8 = |I| 10 - | : | 28 - | : | ¥ | | 24HR = | Date Forrmat:

Setthe servertime the same as your computer time -

| Synchronize with an internet time server autormatically

UPDATE NOW

Server ‘poal.ntp.org

Time Interval: 1 - dayis)

APPLY
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Daylight Saving Time

If your region adopts daylight saving time (DST), you can turn on the option ‘Adjust system clock
automatically for daylight saving time’. Click ‘Apply’. The latest DST schedule of the time zone you
select in the ‘Date and Time’ section will be shown. The system time will be adjusted automatically
according to the DST.

Note that if your region does not adopt DST, the options on this page will not be available.

I || DAYLIGHT SAYING TIME || I

Daylight Saving Time
Tirne Zone: {GMT+08:00) Taipei
Recent daylight saving time:  Starttime: --
End time: -

COffzat: - minutes

Adjust systermn clock automatically for daylight saving time.

[0 Enable customized daylight saving time table.

APPLY

To enter the daylight saving time table manually, select the option ‘Enable customized daylight
saving time table’. Click ‘Add Daylight Saving Time Data’ and enter the daylight saving time
schedule. Then click ‘Apply’ to save the settings.

Adjust syvstem clock automatically far daylight saving time.

|V Enable customized daylight saving time table.l

Customized Daylight Saving Time Tables

IO &dd Daylight Saving Time Data ]

O StntTme  EdTme ot | Adin
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Language

Select the language the NAS uses to display the files and directories.

Note: All files and directories on the NAS will be created using Unicode encoding. If the FTP clients
or the OS of your PC does not support Unicode, select the language which is the same as your OS

language in order to view the files and directories on the server properly.

| | LANGUAGE | |

Language

Filename Encoding: : Enalish v

Password Strength

You can specify the password rules. After applying the setting, the NAS will automatically check the

validity of the password.

| | PASSWORD STRENGTH

Password Strength

1. The new password containg characters from at least three ofthe following classes: lower case lefters, upper case lefiers,
digits, and special charactars.

2. Mo character in the new password may be repeated more than three times consecutively.

3. The new passward must not be the same as the associated username, orthe username reversed.
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3.2 Network

TCP/IP

(i) 1IP Address

You can configure the TCP/IP settings of the NAS on this page. Click the Edit button () to edit the
network settings. For the NAS which supports two LAN ports, you can connect both network
interfaces to two different switches and configure the TCP/IP settings. The NAS will acquire two IP
addresses which allow the access from two different subnets. This is known as multi-IP setting*.
When using Finder to detect the NAS IP, the IP of Ethernet 1 will be shown in LAN 1 only and the IP
of Ethernet 2 will be shown in LAN 2 only. To use port trunking mode for dual LAN connection, see
section (iii).

*TS-110, TS-119, TS-210, TS-219, and TS-219P provide one Giga LAN port only therefore do not
support dual LAN configuration or port trunking.

Network

| TCR/ IP || [

IP Address
Interface DHCP IP Address Subnet Mask Gateway MAC Address Speed MTU Link Edit
Ethernet 1 Yes 0.0.00 pDooao 0000 00:08:98:8C:BC:AC 100Mbps 1500 @
Ethernet 2 Yes 0.0.00 pDooao 0000 00:08:98:8C:BC:GD 100Mbps 1500 @

Default Gateway

Uge the settings from: E

Port Trunking

Port Trunking provides network load balancing and fault tolerance by caombining two Ethernet interfaces into one to increase the
bandwidth beyond the limits of any one single interface atthe same time offers the redundancy for higher availability when both
interfaces are connected to the same switch that supports 'Port Trunking'.

[T Enable Network Fort Trunking

Selactthe port trunking madea from helow. Please note that incompatible mode seftings might cause the network interface ta
hang or affect the overall performance. For more information, please click here.

- Balance-rr (Round-Robin)

DNS Server:

Pritmary DNS Server; ] ) ) L0
Secondary DNS Server; 0
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TCP/IP - Property A

Metwork Speed | Auto-negatiation o

(%) Ohtain IP address settings automatically via DHCP

(1 Use static IP address

Fixed IP Address: 160 . 254 o0 100
Subnet Mask: 255 255 % .0 D
Default Gateway: 160 . 254 00 .00

Enable DHCP Server

Start IP Address: 169 e £
End IP Address: (169 2o i (200
Lease Time: i1 nETEN ‘Hour

Step 1 of 1 APPLY CANCEL

On the TCP/IP Property page, configure the following settings:

Network Speed
Select the network transfer rate according to the network environment to which the NAS is
connected. Select auto negotiation and the NAS will adjust the transfer rate automatically.

Obtain the IP address settings automatically via DHCP
If your network supports DHCP, select this option and the NAS will obtain the IP address and
network settings automatically.

Use static IP address
To use a static IP address for network connection, enter the IP address, subnet mask, and default
gateway.

Enable DHCP Server

If no DHCP is available on the LAN where the NAS locates, you can turn on this function to make the
NAS a DHCP server. The NAS will allocate dynamic IP address to the DHCP clients on the LAN.
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You can set the range of IP addresses allocated by the DHCP server and the lease time. The lease
time refers to the time that an IP address is leased to the clients by the DHCP server. When the
lease time expires, the client has to acquire an IP address from the DHCP server again.

Note:

e If there is an existing DHCP server on the LAN, do not enable this function. Otherwise, there
will be IP address conflicts and network access errors.

e This option is available to Ethernet 1 only when both LAN ports of the dual LAN NAS are
connected to the network.

(ii) Default Gateway
Select the gateway settings to use if you have connected both LAN ports to the network (dual LAN
NAS models only).
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(iii) Port Trunking
Applicable to NAS models with two LAN ports only. This feature is not supported by TS-110, TS-119,
TS-210, TS-219, and TS-219P.

The NAS supports port trunking which combines two Ethernet interfaces into one to increase the
bandwidth and offers load balancing and fault tolerance (also known as failover). Load balancing is a
feature which distributes the workload evenly across two Ethernet interfaces for higher redundancy.
Failover is the capability to switch over to a standby network interface (also known as the slave
interface) when the primary network interface (also known as the master interface) does not

correspond correctly to maintain high availability.

To use port trunking on the NAS, make sure both LAN ports of the NAS are connected to the same
switch and you have configured the settings described in sections (i) and (ii).

Follow the steps below to configure port trunking on the NAS:

1. Select the option ‘Enable Network Port Trunking'.

2. Choose a port trunking mode from the drop-down menu. The default option is Active
Backup (Failover).

Port Trunking

Fort Trunking provides network load balancing and fault tolerance by combining two Ethernet inter
the kandwidth beyond the limits of any cne single interface at the same time offers the redundanc
hoth interfaces are connected to the same switch that supports ‘Port Trunking'.

[+ Enable Network Port Trunking

Selectthe porttrunking mode from kelow. Please note that incompatible mode settings mig
interface to hang or affect the overall performance. For more information, please click here.

Active Backup(Fail Over) lv;
Balance-rr (Round-Robin)

Active Backup{Fail Over)

Balance XOR

Broadcast

IEEE 802.2ad
Balance-tlb (Adaptive Transmit Load Balancing)
Balknce-zlb (Adaptive Load Balkncing)

3. Click ‘Apply".
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4. The Ethernet interfaces will be combined as Ethernet 1+2. Click the Edit button to edit

the network settings.

TCP / IP || DDNS || IPV6 |

IP Address

Interface DHCP IP Address Subnet Mask Gateway MAC Address Speed MTU Link Edit

Ethernet 1+2 Yes 10.8.12.46 2565.255.254.0 108121 00:03:98:3C:BC6C 100Mbps 1500 @

5. After applying the settings, make sure the network cables of the two Ethernet
interfaces are connected to the correct switch and the switch has been configured to

support the port trunking mode selected on the NAS.
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Refer to the table below about the port trunking options available on the NAS.

Field

Description

Switch Required

Balance-rr
(Round-Robin)

Round-Robin mode is good for general purpose load
balancing between two Ethernet interfaces. This mode
transmits packets in sequential order from the first
available slave through the last. Balance-rr provides
load balancing and fault tolerance.

Supports static
trunking. Make sure
static trunking is
enabled on the switch.

Active Backup

Active Backup uses only one Ethernet interface. It
switches to the second Ethernet interface if the first
Ethernet interface does not work properly. Only one
interface in the bond is active. The bond’s MAC
address is only visible externally on one port (network
adapter) to avoid confusing the switch. Active Backup

mode provides fault tolerance.

General switches

Balance XOR Balance XOR balances traffic by splitting up outgoing Supports static
packets between the Ethernet interfaces, using the trunking. Make sure
same one for each specific destination when possible. static trunking is
It transmits based on the selected transmit hash policy. | enabled on the switch.
The default policy is a simple slave count operating on
Layer 2 where the source MAC address is coupled with
destination MAC address. Alternate transmit policies
maybe selected via the xmit_hash_policy option.

Balance XOR mode provides load balancing and fault
tolerance.
Broadcast Broadcast sends traffic on both network interfaces. Supports static

This mode provides fault tolerance.

trunking. Make sure
static trunking is
enabled on the switch.

IEEE 802.3ad
(Dynamic Link
Aggregation)

Dynamic Link Aggregation uses a complex algorithm to
aggregate adapters by speed and duplex settings. It
utilizes all slaves in the active aggregator according to
the 802.3ad specification. Dynamic Link Aggregation
mode provides load balancing and fault tolerance but
requires a switch that supports IEEE 802.3ad with LACP

mode properly configured.

Supports 802.3ad
LACP

Balance-tlb
(Adaptive
Transmit Load
Balancing)

Balance-tlb uses channel bonding that does not require
any special switch. The outgoing traffic is distributed
according to the current load on each Ethernet interface
(computed relative to the speed). Incoming traffic is
received by the current Ethernet interface. If the

General switches
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receiving Ethernet interface fails, the other slave takes
over the MAC address of the failed receiving slave.
Balance-tlb mode provides load balancing and fault
tolerance.

Balance-alb Balance-alb is similar to balance-tlb but also attempts General switches
(Adaptive Load to redistribute incoming (receive load balancing) for
Balancing) IPV4 traffic. This setup does not require any special
switch support or configuration. The receive load
balancing is achieved by ARP negotiation sent by the
local system on their way out and overwrites the
source hardware address with the unique hardware
address of one of the Ethernet interfaces in the bond
such that different peers use different hardware
address for the server. This mode provides load

balancing and fault tolerance.
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(iv) DNS Server
Primary DNS Server: Enter the IP address of the primary DNS server.

Secondary DNS Server: Enter the IP address of the secondary DNS server.

Note:

e Please contact your ISP or network administrator for the IP address of the primary and the
secondary DNS servers. When the NAS plays the role as a terminal and needs to perform
independent connection, for example, BT download, you must enter at least one DNS server
IP for proper URL connection. Otherwise, the function may not work properly.

e If you select to obtain the IP address by DHCP, there is no need to configure the primary and

the secondary DNS servers. In this case, enter '0.0.0.0".

(v) Jumbo Frame Settings (MTU)
This feature is not supported by TS-509 Pro, TS-809 Pro, and TS-809U-RP.

‘Jumbo Frames’ refer to the Ethernet frames that are larger than 1500 bytes. Itis designed to
enhance Ethernet networking throughput and reduce the CPU utilization of large file transfers by

enabling more efficient larger payloads per packet.

Maximum Transmission Unit (MTU) refers to the size (in bytes) of the largest packet that a given

layer of a communications protocol can transmit.

The NAS uses standard Ethernet frames: 1500 bytes by default. If your network appliances support
Jumbo Frame setting, select the appropriate MTU value for your network environment. The NAS
supports 4074, 7418, and 9000 bytes for MTU.

Note: The Jumbo Frame setting is valid in Gigabit network environment only. All the network
appliances connected must enable Jumbo Frame and use the same MTU value.
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DDNS

To set up a server on the Internet and enable the users to connect to it easily, a fixed and easy-to-
remember host name is often required. However, if the ISP provides only dynamic IP address, the
IP address of the server will change from time to time and is difficult to recall. You can enable the

DDNS service to solve the problem.

After enabling the DDNS service of the NAS, whenever the NAS restarts or the IP address is
changed, the NAS will notify the DDNS provider immediately to record the new IP address. When
the user tries to connect to the NAS by the host name, the DDNS will transfer the recorded IP
address to the user.

The NAS supports the DDNS providers: http://www.dyndns.com/, http://update.ods.org/, http://
www.dhs.org/, http://www.dyns.cx/, http://www.3322.0rg/, http://www.no-ip.com/.

For the information of setting up the DDNS and port forwarding on the NAS, see here[383\.

| || pons || 1pve |

DDNS Service

After enabling DOMNS Service, vou can connect to this server by domain name.
Enable Dynamic OMNS Service

Select DDMS server: Ewww.d\mdns.cum v

Enter the account information you registerad with the DDNS provider

User Mame:

Fassward:

Host Mame:

[Jcheck the External IP Address Automatically
Current WAk 1P 19856313

Recent DDNS Update Result
Connection IF Last Checked:
Mext Check for Connection IF:
Last DOME Update Time:

Update Server Response:

APPLY
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http://www.dyndns.com/
http://update.ods.org/
http://www.dhs.org/
http://www.dhs.org/
http://www.dyns.cx/
http://www.3322.org/
http://www.no-ip.com/

IPv6

The NAS supports IPv6 connectivity with ‘stateless’ address configurations and RADVD (Router
Advertisement Daemon) for IPv6, RFC 2461 to allow the hosts on the same subnet to acquire IPv6
addresses from the NAS automatically. The NAS services which support IPv6 include:

e Remote replication

e Web Server

e FTP

e iSCSI (Virtual disk drives)

e SSH (putty)

IP Address

¥ Enable TPy

Interface Auto Configuration IPvi Address Prefix Lenith Gateway Link Edit

DNS Server:

APPLY

To use this function, select the option ‘Enable IPv6’ and click ‘Apply’. The NAS will restart. After the
system restarts, login the IPv6 page again. The settings of the IPv6 interface will be shown. Click

the Edit button to edit the settings.

46



IPvb - Property W

* |PyB Auto-Configuration

" Use static IP address

Fixed IP Address:

Prefix Length:

Default Gateway:

[T Enable Router Advertisernent Daermon (radvd)

Frefix

Prefix Length: EI

Step 1 af 1 APPLY CANCEL

IPv6 Auto Configuration

If you have an IPv6 enabled router on the network, select this option to allow the NAS to acquire the
IPv6 address and the configurations automatically.

Use static IP address
To use a static IP address, enter the IP address (e.g. 2001:bc95:1234:5678), prefix length (e.g. 64),
and the gateway address for the NAS. You may contact your ISP for the information of the prefix
and the prefix length.
v Enable Router Advertisement Daemon (radvd)
To configure the NAS as an IPv6 host and distribute IPv6 addresses to the local clients which
support IPv6, enable this option and enter the prefix and prefix length.

IPv6 DNS server

Enter the preferred DNS server in the upper field and the alternate DNS server in the lower field.
You may contact your ISP or network administrator for the information. If you select IPv6 auto
configuration, leave the fields as '"::".
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3.3 Hardware

You can set the hardware functions of the NAS.

Hardware

Hardware

Enable configuration reset switch

Enahble hard disk standby rmode (if no access withi

Status LED will he off)

Enable light signal alertwhen the free size of disk is less than the value:

[ Enable write cache ffor EXT4H

Buzzer Control

Enable alarm buzzer
Systern operations {startup, shutdown, and firmware upgrade)

System events (error and warning)

Smart Fan Configuration

Fan Rotation Speed Settings:  Set fan rotation speed manually i

® Lowy speed
O medium speed
O High speed

APPLY

Enable configuration reset switch
When this function is turned on, you can press the reset button for 3 seconds to reset the

administrator password and the system settings to default. The disk data will be retained.

Enable hard disk standby mode

When this function is turned on, the HDD enters standby mode if there is no access within the

specified period.
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Enable light signal alert when the free size of SATA disk is less than the value:
The status LED flashes red and green when this function is turned on and the free space of the SATA

HDD is less than the value. The range of the value is 1-51200 MB.

Enable write cache (for EXT4)

If the disk volume of the NAS is in EXT 4 format, you can gain better write performance by turning
on this option. Note that an unexpected system shutdown may lead to incomplete data transfer
when data write is in process. This option will be turned off when any of the following services is
enabled: Download Station, MySQL service, user quota, and Surveillance Station. You are
recommended to turn this option off if the NAS is set as a shared storage in a virtualized or clustered

environment.

Enable alarm buzzer
You can select to turn on the alarm buzzer when system operation (startup, shutdown, and firmware

upgrade) and system events (error and warning) occur.

Smart Fan Configuration
(i) Enable smart fan (recommended)
Select to use the default smart fan settings or define the settings manually. When the system
default settings are selected, the fan rotation speed is automatically adjusted when the server
temperature, CPU temperature, and hard drive temperature meet the criteria. Itis
recommended to enable this option.
(ii) Set fan rotation speed manually

By manually setting the fan rotation speed, the fan rotates at the defined speed continuously.
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Enable warning alert for redundant power supply on the web-based interface:

If you have installed two power supply units (PSU) on the NAS and connected them to the power
sockets, both PSU will supply the power to the NAS (applied to 1U and 2U models). You can turn on
redundant power supply mode in ‘System Administration’ > ‘Hardware’ to receive warning alert for
the redundant power supply. The NAS will sound and record the error messages in ‘System Logs’

when the PSU is plugged out or does not correspond correctly.

If you have installed only one PSU on the NAS, you are suggested NOT to enable this option.

* This function is disabled by default.

Hardware

Hardware

Enahle configuration reset switch

Enahle hard disk standby mode (if no access within| 30 minutes % Status LED will be off

Enable light sianal alert when the free size of disk is less than the value: -

Enahle alarm buzzer (heep sound far error and warning alert
vl

Enahle Redundant Power Supply Maode ]
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3.4 Security

Security Level

Enter the IP address or network domain from which the connections to this server are allowed or
denied. When the connection of a host server is denied, all the protocols of that server are not
allowed to connect to the local server.

After changing the settings, click ‘Apply’ to save the changes. The network services will be restarted
and current connections to the server will be terminated.

Security

| SECURITY LEVEL || I

Security Level

O High: Allow connections from the list only
O Medium: Dery connections from the list
@ Low Allow all connections

Enter the IP address or network from which the connections to this server will be allowed or rejected.

Genre IP address or netwark domain Time leftfar IP blocking

APPLY
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Network Access Protection

The network access protection enhances system security and prevents unwanted intrusion. You can
select to block the IP for a certain period of time or forever if the IP fails to login the server from a
particular connection method.

| || NETWORK ACCESS PROTECTION ||

Network Access Protection
Enable network access protection

S5H: In i1

I'ﬂIﬂLJtESV after unsuccessful attempts for l"5 tImE(S)V hlock the IP for I"5 I'ﬂInLJtES

Telnet: In mintes ¢, after unsuccessful attempts for

., blockthe P for | 5 minutes

HTTP(S): after unsuccessful attempts far black the P far
O 1P after unsuccessful attempts far hlock the IP for
[ samea: minUtes after unsuccessiul attermpts for S timels) hlock the IP for 5 minutes
[T aFp: after unsuccessful attempts far ~, block the P for

APPLY
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Import SSL Secure Certificate

The Secure Socket Layer (SSL) is a protocol for encrypted communication between web servers and
browsers for secure data transfer. You can upload a secure certificate issued by a trusted provider.
After you have uploaded a secure certificate, you can connect to the administration interface by SSL

connection and there will not be any alert or error message. The NAS supports X.509 certificate and
private key only.

| SECURITY LEVEL | | NETWORK ACCESS PROTECTION | | IMPORT SSL SECURE CERTIFICATE

Import SSL Secure Certificate

You can upload a secure cedificate issued by a trusted provider After you have uploaded a secure cerificate successfully, vou can
access the administration interface by SSL connection and there will not be any alert or error message.

Ifyou upload an incorrect secure cedificate, you may not be able to login the server wia 35L. Ta resalve the problem, vou can restore the
secure cetificate to default and access the system again.

Status: Default secure cedificate being used

Please enter a certificate in X.509PEM format below. © View sample

Please enter a certificate or private key in X.509PEM format below. © View sample

[ CLEAR ] [ UPLOAD
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3.5 Notification

Configure SMTP Server

The NAS supports email alert to inform you of system errors and warning. To receive the alert by

email, configure the SMTP server.

SMTP Server: Enter the SMTP server name, for example, smtp.gmail.com.

Port Number: Enter the port number for the SMTP server. The default port number is 25.
Sender: Enter the sender information.

Enable SMTP Authentication: When this function is turned on, the system will request the
authentication of the mail server before the message is sent.

User Name and Password: Enter the login information of your email account, for example, your
Gmail login name and password.

Use SSL/ TLS secure connection: If the SMTP server supports this function, you can turn it on.

Notification

| CONFIGURE SMTP SERVER || I

Configure SMTP Server

SMTF Server: mail

Fort Mumber

Sender:

[0 Enable SMTP Authentication

User Mame:

Password:

[0 use 551/ TLS secure connection
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Configure SMS Server

You can configure SMS server settings to send SMS messages from the NAS. The default SMS
service provider is Clickatell. You can add your own SMS service provider by selecting ‘Add SMS
Provider’ from the drop-down menu.

When you select ‘Add SMS service provider’, enter the name of the SMS provider and the URL
template text.

Note: You will not be able to receive the SMS properly if the URL template text entered does not
follow the standard of your SMS service provider.

|| CONFIGURE SMSC SERYER ||

Configure SWSC Server

ou can canfigure the SMEC settings to send instant system alerts via the SMS service provided by the SMS provider.

SMS Service Provider  Clickatell | hitp ey clickatell.com

[ Enable 55L connection
SEL Port;

SMS Server Login Name :

SMS Sener Login Pagsword
SMS Server API_ID ;

APPLY
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Alert Notification

You can select to receive instant SMS or email alert when a system error or warning occurs. Enter
the email address and mobile phone number to receive the alerts. Make sure you have entered the

correct SMTP server and the SMSC server settings. If you do not want to receive any alerts, select
*‘No alert’ for both settings.

For more information, see herel39h.

| | | | ALERT NOTIFICATION

Alert Notification

When a system event occurs, an alert email/SMS will be sent automatically.
Send systern arror aler by

Send systern waming alert by Mo alert. %

E-mail Notification Settings

E-mail address1: ¢

E-mail address 2

[ SEND A TEST E-MAIL ]

MHote: The SMTP server must be configured first for alert mail deliveny.

SMS Motification Settings

Country Code: E.&fghanistan {(+393) i
Cell Phone Mo, 1: +93

Zell Phone Mo. 2; +93

[ SEND A TEST SMS MESSAGE ]

Mote: You must canfigure the SMEC server to be able to send ShS notification properly.

APPLY
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3.6 Power Management

You can restart or shut down the NAS, specify the behaviour of the NAS after a power recovery, and

set the schedule for automatic system power on/ off/ restart on this page.

Restart/ Shutdown

Restart or shut down the NAS immediately.
If you try to restart or turn off the NAS from the web-based interface or the LCD panel when a
remote replication job is in process, the NAS will prompt you to ignore the running replication job or

not.

Turn on the option ‘Postpone the restart/shutdown schedule when replication job is in process’ to
allow the scheduled system restart or shutdown to be carried out after a running replication job
completes. Otherwise, the NAS will ignore the running replication job and execute scheduled system

restart or shutdown.

Wake on LAN

Turn on this option to allow the users to power on the NAS remotely by Wake on LAN. Note that if
the power connection is physically removed (in other words, the power cable is unplugged) when the
NAS is turned off, Wake on LAN will not function whether or not the power supply is reconnected

afterwards.

This feature is not supported by TS-110, TS-119, TS-210, TS-219, TS-219P, TS-410, TS-419P, TS-

410U, and TS-419U.

Power resumption settings

Configure the NAS to resume to the previous power-on or power-off status, turn on or remain off

when the AC power resumes after a power outage.
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Power on/ power off/ restart schedule

You can select every day, weekdays, weekend, or any days of the week and set the time for
automatic system power on, power off, or restart. Weekdays stand for Monday to Friday; weekend

stands for Saturday and Sunday. Up to 15 schedules can be set.

Power Management

Restart/ Shutdowmn

Execute system restartf shutdown immediately.

[ RESTART ][ SHUTDOWN ]

Configure Wake on LAN
O Enable
@ Disable

When the AC power resumes:
& Resume the server to the previous power-on or power-off status.
O Turn on the server automatically.

O The server should remain off,

Set power on/ power off/ restart schedule

O Enable schedule

Postpone the restart'shutdown schedule when a replication job is in progress.

Shutdown Daily 7 ] +i-

APPLY
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3.7 Network Recycle Bin

Network Recycle Bin

This function enables the files deleted on the shares of the NAS to be removed to Network Recycle
Bin to reserve the files temporarily. To turn on this function, select the option ‘Enable Network
Recycle Bin" and click ‘Apply’. The NAS will create a network share named ‘Network Recycle Bin’
automatically.

Note that Network Recycle Bin only supports file deletion via SAMBA and AFP.

Empty Network Recycle Bin
To delete all the files in network recycle bin, click 'Empty Network Recycle Bin'.

Network Recycle Bin

Network Recycle Bin

After enabling Metwork Recycle Bin, all the deleted files on the netwark falders ofthe MAS are maved to the "Metwark Recycle Bin®
netwark falder.

¥ Enable Network Recycle Bin

Empty Network Recycle Bin

Click [EMPTY NETWORK RECYCLE BIN] to delete all the files in network recycle bin.
[ EMPTY NETWORK RECYCLE BIN ]

APPLY
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3.8 Backup/ Restore Settings

Back up System Settings
To back up all the settings, including the user accounts, server name, network configuration and so
on, click ‘Backup’ and select to open or save the setting file.

Restore System Settings
To restore all the settings, click ‘Browse’ to select a previously saved setting file and click ‘Restore’.

Backup/Restore Settings

Backup System Settings

To hackup all settings, including user accounts, server name and network configuration etc., click [BACKUP] and selectto open or save

BACKUP

the zetting file.

Restore System Settings

Ta restore all settings, click [Browse..] to select a previously saved setting file and click [RESTORE] to canfirm.

Browse...

RESTORE
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3.9 System Logs

System Event Logs

The NAS can store 10,000 recent event logs, including warning, error, and information messages. If
the NAS does not correspond correctly, you can refer to the event logs for troubleshooting.

Tip: You can right click a log and delete the record.

System Logs

| SYSTEMEVENTLOGS || I |l

Alevents v [ Clear || © Save |

@ 2010-05-12  12:28:10  admin 10.8.12.44 [Security] Metwork access protection enahled.
@ 2010-05-12 1220058 admin 1081244 [TCRIP] DHCP server disabled.
e e . [TCPIP] Changed configuration of network interfaces from
o5 2010-08-12 1220087 admin 10.8.12.44 [STANDALONE] to [balance-rm
@ 2010-08-12  12:20:87  admin 108.12.44 - [Fort Trunking] Enabled.
@ 2010-05-12  12:20:28  System  127.0.041 localhost Stop process upnpd.
@ 2010-05-12 121958 Systerm  127.0.041 localhost Stop process upnpd.
@ 2010-08-12 121927 System  127.0.01 localhost Stop process upnpd.
@ 2010-05-12  1218:35 admin 1081244 [TCRIP] DHCP server disabled.
e o . [TCPIP] Changed configuration of network interfaces from
o5 2010-08-12 121835 admin 10.8.12.44 [active-hackup] 10 [STANDALCNE]

@ 2010-08-12  12:18:35  admin 108.12.44 - [Fort Trunking] Disahled.

There are 10000 events. Display 1000

e

Re
‘v
=
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System Connection Logs

The NAS supports recording HTTP, FTP, Telnet, SSH, AFP, NFS, SAMBA, and iSCSI connections.
Click ‘Options’ to select the connection type to be logged.
The file transfer performance can be slightly affected when this feature is turned on.

Tip: You can right click a log and select to delete the record or block the IP and select how long the
IP should be blocked.

| SYSTEM EVENT LOGS | | SYSTEM CONNECTION LOGS | | ON-LINE USERS | | SYSLOG |

AII events [0 Options ][ © Stop logging [0 Clear [0 Save ]

2010-058-12 1223802 climnie 1ne12.44 localhost Ladin Ok
) ) Delete this record
There is 1 event. Disp[™ " & 4i 0 the Black st |PEHE.

Archive logs: Turn on this option to archive the connection logs. The NAS generates a CSV file
automatically and saves it to a specified folder when the number of logs reaches the upper limit.

Connection Type

Select the connection type to be logged.

M HTTP I FTP ¥ Telnet [¥] 55H
[arp [l sames iscsi

[] When the nurmber of logs reaches 10,000, archive the connection logs and save the file in the
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On-line Users

The information of the on-line users connecting to the NAS by networking services is shown on this

page.

Tip: You can right click a log and select to disconnect the IP connection and block the IP.

| I || ON-LINE USERS || |

2010-05-12 12:34: o 1081739 raint Samba
Dlscunnectthls connection
@ 2010-05-12 12:34: A 1 e block et Samba
@ 2010-05-12 12174 Digconnectthis connection and block the IP HTTP
@ 2010-05-12 12:35:22 admin 10.812.44 FTP

There are 4 events.

MMMMMMMM

amultimedia
Qrecordings

Administration

Syslog

Syslog is a standard for forwarding the log messages on an IP network. You can turn on this option

to save the event logs and connection logs to a remote syslog server.

| | I | svsLoG

Syslog Settings

Enable syslog

Syslog Server [P
LJDP Port:

Selectthe logs to recard
System Event Logs

O System Connection Logs (You must enable systern connection logs to use this aption.)

You can enable this option to save the event logs and connection logs to a remote syslog server.

APPLY
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3.10 Firmware Update

Update Firmware by Web Administration Page

Firmware Upgrade
' FIRMWARE UPGRADE || :

Firmware Upgrade

Current firmware version: 3.3.0 Build 0607T

Before updating system firmvare, please make sure the product model and firmware version are correct. Follow the steps
helow to update firmware:

1. Download the release notes ofthe same version as the firmware from QARAP website httpoiwww gnap.com/ Read
the release notes carefully to make sure wou need to update the firmware,

2. Before updating system firrmaare, hack up all disk data on the server to avoid any potential data loss during system
update.

3. Click the [Browse...] buttan to select the carrect firmware image for system update. Click the [UPDATE SYSTEM]
huttan to update the firmuware.

| Browse..

Mote: Systermn update may take tens of secands to several minutes to complete depending on the netwark connection status,
please wait patiently. The system will infarm you when system update is completed.

[ UPDATE THE SYSTEM

Note: If the system is running properly, you do not need to update the firmware.

Before updating the system firmware, make sure the product model and firmware version are
correct. Follow the steps below to update firmware:

Step 1: Download the release notes of the firmware from the QNAP website http://www.gnap.com/.
Read the release notes carefully to make sure you need to update the firmware.

Step 2: Download the NAS firmware and unzip the IMG file to your computer.

Step 3: Before updating the system firmware, back up all the disk data on the server to avoid any
potential data loss during the system update.

Step 4: Click '‘Browse’ to select the correct firmware image for the system update. Click ‘Update
System’ to update the firmware.
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The system update may take tens of seconds to several minutes to complete depending on the
network connection status. Please wait patiently. The NAS will inform you when the system update
has completed.
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Update Firmware by Finder

You can update the system firmware by QNAP Finder. Select a NAS model and choose ‘Update

Firmware’ from the ‘Tools’ menu.

OHAP Finder

Servers Connect  Settings MEEEN Help

Map Metwork Drive

Restark Server

Shut down Server

Remoke Wake Up (Wake On LAN)
Search Metwork Camnera

MAC Address |

|Ipdate Firmware

MHarme er Type
SL 1 o]
MYRACHTZA 1 201
MASHP1014 1 o]
MASACEEERD 1 4049
MASACEICE 1 4049
MASECIERF TG i U.£¢ L, ’ ]
MACAIBETBDFY 10.8.10.251 1.1.0-1110 MAC-300
T-TS201 10.8.10.100 240 TS-201
[T-209 1081017 211 (0123T; TS-2049

Connect Configure Details Fefresh

00-E0-4C-T7-11-AR
00-08-9B-AC-97-1D
00-08-9B-60-34-FB
00-08-3B-AC-BE-60
00-08-9B-AC-63-CA
(10-08-98-8C-3E-6F
00-08-9B-67-BD-F4
00-08-9B-84-7 3-A1
00-08-9B-8C-99-57

Exit
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Login the NAS as a user with administrator access right.
Login Administrator [NASBC3E6F] X]

Administrator Name |admin

Administrator Password

|

] Cancel |

Browse and select the firmware for the NAS. Click ‘Start’ to update the system.

Update Firmware

Select the systerm firmware to be installed or updated to the system hard disk.

Fath of systern firmware image file:

C:ADocuments and SettingshAdministratorDesktophT3-119_20030313-2.1 .4.ij Browse. .. |
Firrmware Model: TS-119, Version: 2.1.4.

Sener Mame Model Mame | %ersion MAC Address Pro... | Status
MASBCIERF T5-1149 2.1.3(0305T) 00-03-9B-8C-3E-6F
< k4

v Lpdate all the senvers with the same moaodel number within the netwark

Start Cancel

Note: You can use Finder to update all the servers of the same model on the same local
network at the same time. Make sure you have administrator access to all the servers you want

to update.
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Live Update

Select 'Enable QNAP live update' to allow the NAS to automatically check if a new firmware version is
available for download from the Internet. If a new firmware is found, you will be notified after
logging in the NAS as an administrator.

You can click 'CHECK FOR UPDATE' to check if any firmware update is available.

Note that the NAS must be connected to the Internet for these features to work.

Firmware Upgrade
| || LIVE UPDATE

Live Update

Status: The latest update checkis finished at 20100658 11.27:53

CHECK FOR UPDATE ]

Live Update Setting

After enabling this service, the systerm will automatically check if a newer firmware version is available for download when
logging into the MNAS weh adminstration.

Enahle GMAP live update

APPLY
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3.11 Restore to Factory Default

To reset all the settings to default, click ‘RESET’. Enter the administrator password and click 'OK'.

Caution: When you press ‘RESET’ on this page, all the disk data, user accounts, network

1

‘:)shares, and system settings are cleared and restored to default. Make sure you have backed
up all the important data and system settings before resetting the NAS.

Restore to Factory Default

Restore to Factory Default
To reset all settings to default, click [RESET].

Caution: YWhen you press [RESET] on this page, all drive data, user accounts, netwiork shares and systarm settings are cleared
and restored to default. Please make sure you have backed up all the important data and system settings before resetting the

Mas,
RESET
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4. Disk Management

Volume Management[7h
RAID Management[7
HDD SMART/9&Y
Encrypted File System[o7
iscsifef

Virtual Disk[133)

4.1 Volume Management

This page shows the model, size, and current status of the HDD on the NAS. You can format and
check the HDD, and scan bad blocks on the HDD. When the HDD has been formatted, the NAS will
create the following default share folders:

e Public: Share folder for file sharing by everyone.

¢ Qdownload/ Download*: The default share folder for Download Station.

e Qmultimedia/ Multimedia*: The default share folder for Multimedia Station.

e Qusb/ Usb*: The default share folder for data copy function via the USB ports.
e Qweb/ Web*: The default share folder for Web Server.

e Qrecordings/ Recordings*: The default share folder for Surveillance Station.

*The default network shares of TS-x59 Turbo NAS series are Public, Download, Multimedia, Usb,

Web, and Recordings.

Note: The default share folders are created on the first disk volume and the directory cannot be

changed.
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Volume Management 2
Single Disk Volume

RAID 1 Mirroring Disk Yolume
@ Create single disk volumeds). @ Create mirraring diskwalume(s).

RAID 0 Striping Disk Volume JBOD Linear Disk Yolume
Create one striping diskvolume. Create one linear disk valume.

Current Disk Yolume Configuration : Physical Disks

Bad Blocks SMART
Scan Information

Dirive 1 Seagate ST3160318A5 CC44 149.05 GB Ready SCAN HOW GOOD
Drrive 2 Seagate ST31603184A5 CC44 149.05 GB Ready SCAH HOW GOOD

Mote that if vou are gaing to install a hard drive fnew or used) which has never heen installed on the MAS before, the hard drive will be
farmatted and paritioned avtomatically and all the disk data will be cleared.

Disk Model Capacity Status

Current Disk Yolume Configuration ; Logical Yolumes

Volume File System Total Size Free Size Status

Mitroring Disk Valume: Drive 1 2 EXT3 145.24 GB 112.86 GB Ready =

[ FORMAT NOW ][ CHECKNOW][ REMOVE Now]

Disk Configuration Applied NAS Models

Single disk volume All models

RAID 1, JBOD (just a bunch of disks) 2-bay models or above
RAID 5, RAID 6, RAID 5+hot spare 4-bay models or above
RAID 6+hot spare 5-bay models or above
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Single Disk Volume

Each HDD is used as a standalone disk. If a
HDD is damaged, all the data will be lost.

JBOD (Just a bunch of disks)

JBOD is a collection of HDD that does not
offer any RAID protection. The data are
written to the physical disks sequentially.
The total storage capacity equals to the sum
of the capacity of all member HDD.

JBOD

éééﬁ

Disk 1 Disk 2
RAID 0 Striping Disk Volume RAID O
RAID 0 (striping disk) combines 2 or more striping

HDD into one larger volume. The data is
written to the HDD without any parity

information and no redundancy is offered.

The disk capacity equals the number of HDD Block A1 Block A2
in the array times the size of the smallest Block A3 Block A4
HDD. Block A5 Block A6
Block A7 Block A8
Disk 1 Disk 2
RAID 1 Mirroring Disk Volume RAID 1
RAID 1 duplicates the data between two HDD mirroring

to provide disk mirroring. To create a RAID
1 array, a minimum of 2 HDD are required.

Block Al
Block A2
Block A3
Block A4
Disk 1

Block Al
Block A2
Block A3
Block A4
Disk 2

e
(e
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RAID 5 Disk Volume

The data are striped across all the HDD in a
RAID 5 array. The parity information is
distributed and stored across each HDD. If a
member HDD fails, the array enters
degraded mode. After installing a new HDD
to replace the failed one, the data can be
rebuilt from other member drives that
contain the parity information.

To create a RAID 5 disk volume, a minimum
of 3 HDD are required.

The storage capacity of a RAID 5 array
equals (N-1). N is the total number of HDD

members in the array.

RAID 5

parity across disks

Block Al

Block B1

Disk 1

Block A2 Block A3

Block B2

Block D1 Block D2
Disk 2 Disk 3

Disk 4

RAID 6 Disk Volume

The data are striped across all the HDD in a
RAID 6 array. RAID 6 differs from RAID 5
that a second set of parity information is
stored across the member drives in the
array. It tolerates failure of two drives
HDD.

To create a RAID 6 disk volume, a minimum
of 4 hard disks are required. The storage
capacity of a RAID 6 array equals (N-2). N
is the total number of HDD members in the

array.

RAID 6

parity across disks

Block Al
Block B1

Disk 1

Block A2
Parity Bg Parity Bp

Block D2

Block D1
Disk 2 Disk 3

Block B2

Disk 4
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4.2 RAID Management

*Online RAID capacity expansion, online RAID level migration, and RAID recovery are not supported

by one-bay NAS models and TS-210.

You can perform online RAID capacity expansion (RAID 1/ 5/ 6) and online RAID level migration
(single disk/ RAID 1/ RAID 5), add a HDD member to a RAID 5 or RAID 6 configuration, configure a
spare HDD (RAID 5/ 6) with the data retained, enable Bitmap, and recover a RAID configuration on

this page.
RAID Management

This function enahbles capacity expansion, RAID configuration migration or spare drive configuration with the original drive data reserved.
Hote: Make sure vou have read the instructions carefully and vou fully understand the correct operation procedure hefare using this function.

Current Disk Yolume Configuration

O}

Yolume Total Size Bitmap Status Description
— : e - The operation{s) you can execute:
O mirroring Disk Yolurme: Drive 1 2 14524 GH Mo Ready s - BTy GEEE

[ EXPAND CAPACITY ] [ ADD HARD DRIVE ] [ MIGRATE ] [ CONFIGURE SPARE DRIVE ] [ BITMAP ] [ RECOVER ]
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Expand Capacity (Online RAID Capacity Expansion)

Scenario
You bought four 250GB HDD for initial setup of TS-509 Pro and configured RAID 5 disk configuration

with the four HDD.

A half year later, the data size of the department has largely increased to 1.5TB. In other words,
the storage capacity of the NAS is running out of use. At the same time, the price of 1TB hard drives

has dropped to a large extent.

STEP2 ~ STEPS,
I

§TER L Replace the drive 1,2, 3, 4

Logical Volsme 75068
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Operation procedure

In ‘Disk Management’ > ‘RAID Management’, select the disk volume for expansion and click ‘EXPAND
CAPACITY".

X Owwerbrn

[ Srstem Adinistation RAID Management -

This fuscion enables Cagsacty ap , BAID ¢ migiaiion of 5pare deve conlgurabion with T ongnal dive data resereed
Hobe: Llaie siure you hawve read the insfnodions camdally and you fally undesst e comed operaton ocedune Befons using fhis funclion
Voduma Total Size Bitmap Sistus Diescription

F

Thi opseralions] you can ekl
- Expand cagacity
[# RAIDS Dk Veluma: Drim 12045 |  01S4GE  Ye Ready - Addhand de
= | - Migrabe
« Configuin Spare dive
EXPAND CAPALITY " AD{Y HARD DRIVE || MIGRATE || COMFIGURE SPARE DRIVE || OSABLE BITMAP || RECOVER

) Extwrnal Drrsice

* 2 Gysinm Stakus For utaied inpinuchoens, plaase cho e

Click ‘Change’ for the first HDD to be replaced. Follow the instructions to proceed.

RAID Management - Expand capacity =]

Select the drive to add

Disk Model Capacity Status Description
I E i

Drive 1 WEIC WD2S00AAKS-G0VYATZ 0 2325968 Ready You can replace this drive.
| Drive 2 WOC WO2500AAKS-00VYATZ.0 23280 GB Ready You can replace this drive.
Ome3 D wo2500AKS-00vYAT20 2328068 Ready You can replace this drive.
pr——

Drive 4 WDC WD2500AAKS-D0VYAIZ D 2R39GB Ready You can reghace this drve.
Dmes WDC WD250044KS-00VYA120 2128368 Ready You can replace this drive.

Target Disk Volume: RAID & Disk Volume: Dime 12345

EXPAND CAPACITY | | BACK |

Tip: After replacing the HDD, the description field shows the message ‘You can replace this drive’.
This means you can replace the HDD to a larger one or skip this step if the HDD have been replaced
already.

Caution: When the hard drive synchronization is in process, do NOT turn off the NAS or
]
-.;) plug in or unplug the hard disk drives.
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When the description displays ‘Please remove this drive’, remove the hard drive from the NAS. Wait
for the NAS to beep twice after removing the hard drive.

RAID Management - Expand capacity iz

Seled e dive o add

Disk Model Capacity Status Description |
Drive 1 WODC WDZ25008AKS-00VYA12 0 23289G8 Ready | Cancel |Fiaasa mmmmadmll .
e I e T 73289GB Ready m‘;m"W'
DME3 DO WD2S00AMKS-OIVYAIZO 328968 Reacy ?ﬂﬁ'ﬁ“&ﬁ’?ﬁ‘ n:;:ma e
Drive & WOC WD2S008AKS-D0VYAIZ.0 2320908 Ready E;:'::r?-h::rf: |::ut:“m s
Drve5  WDCWD2S00AMKS-DOVYAT20 23289G8 Ready st e ,:';,f::“m” s

Target Disk Volume: RAID 5 Disk Volume: Drive 12345

EXPAND CAPACITY BACK |

When the description displays ‘Please insert the new drive’, plug in the new HDD to the drive slot.

RAID Management - Expand capacity B
Select the drive bo add
Dk Model Capacity Status Description
—
Dirvve 1 - - Na Disk |P1aan Ingertihe new drive I
Dirtve 2 | WDC WO2500AAK5-00VYAT20 232 B0GB Ready il e e L b :

g OF T dive §5 Dusy

e a— Ho operation can be executed on this
Drive 3 WOC WOZ500RAKS-D0VYATZ 0 232B9GB Ready detve or the drive Is busy :

[rE— Mo operalion can be execuled on his
Drive 4 WDC WD25008AKS-00VYATZ 0 2328968 Ready drive of e Grive |5 busy :
Dirbrs & WO WOZB00AAKS-00VYAL2 0 212 80GB Ready Mo operation can be execufed on this s

_Orivé Of e deive 15 Eussy

Target Disk Volume: RAID 5 Dk Volume: Dme 2345

EXPAND CAPACITY BACK
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After plugging in the HDD, wait for the NAS to beep. The system starts rebuilding.

Status Description

Mo operation can be executed on this
drive ar the drive is busy i

e i Mo operation can be executed on this
ot CPSTMEE 5] drive or the drive is busy '
Mo operation can be executed on this
drive ar the drive is busy :
Mo operation can be executed on this
drive or the drive is busy

e - Mo operation can be executed on this
2 ¢ Rebuilding... (0%) drive or the drive is busy ;

3 Rebuilding... (0%)

2 Rebuilding... (0%)

3 Rebuilding... (0%)

After rebuilding finishes, repeat the steps above to replace other HDD.

RAID Management - Expand capacity o
Select the drive to 364

Disk Madel Capacity Status Description
| Drve 1 Hitachi HOST21010KLAZ30 GRAD 931.51GB Ready Change | You can replace this drive.

z . |
" Dve 2 WOC WDZS00AAKS-00VYATZ0 232598 Ready [ Change | [You can reptace s ame.
"ome3 WO WOZS00AAKS-00VIATZ 0 232 89GB Ready Change | You can replace this drive.
e s WOC WOZ50048KS-00VYATZ 0 2I2E9GE Ready Change | You can replace this drive.
I Drive 5 WD WOZS00AAKS-00VYATZ 0 23289GB Ready Change | You can replace this drive.
Target Disk Volume: RAID 5 Disk Volurme: Dive 12345

EXPAND CAPACITY | | BACK |
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After changing the HDD and rebuilding completes, you can click ‘EXPAND CAPACITY' to execute
RAID expansion.

RAID Management (2

This function enables capacity expansion, RAID configuration migration or spare drive configuration with the original drive data reserved.
Maote- Make sure you have read the instructions carefullly and you fully understand the comed operation procedure before using this funciion.

Current isk Volume Confhiguration

Vielume Total Size Bitmap SEIIIE-_ Daanrhﬂn-

The oparalion(s] vou can anecule:
- Expand capacity

E'msm:anmmus:u 91396G8  Yes Ready

EXPAND CAPACITY || .ADO HARD DRIVE MIGRATE | | CONWFIGURE SPARE DRIVE BITMAP RECOVER ;

|Fnr detailed instruckions, please click hane.

Click ‘OK’ to proceed.

The NAS beeps and starts to expand the capacity.

RAID Management - Expand capacity e
Salect the drive 1o add
| Disk Moded Capacity Status Description
| Drwve 1 | Hitachi HDST21010KLA330 GKAD 93151 GB Ready #: Procassing.
I?_' — - - r .

Drive 2 Hitachl HDS721010KLAZ30 GKAD 931,51 G8 Rgady 5 Processing.
I_—-—-

Drrve 3 Hitachi HDST21010KLAZ30 GKAD 9315168 Ready £ Processing_
| .

Drive 4 Hitachi HDST21010KLAZ30 GHAD 931.51 GB Ready #*: Procassing..
| Drree 5 Hitachi HDST21010KLA330 GKAD .51 Ga Ready ' Processing..
Target Disk Volume: RAID 5 Disk Volume: Dive 12345 You can expand the diskwolume capacity bo approximabely 3726 GE

EXPAND CAPACITY | | BACK
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The process may take from hours to tens of hours to finish depending on the drive size. Please wait
patiently for the process to finish. Do NOT turn off the power of NAS.

Current Disk Volume Configuratson: Physical Disks

Disk Model Capacity Siatus %ﬂﬂﬂl SMART
| Drive 1 Hitachi HD5721010KLAI30 GKAO 93151G8 Ready [ scamnow |  Goop
Crrmmlre e 9315168 Ready [ scaNnow |  ooD
| Drive 3 i Hitachi HDS721010KLA330 GKAD 9315168 Reay [ scaNnow |  GooD
| Doas | Hitachi HO5721010KLA330 GKAD 93151 GB | Ready [ SCANNOW |  GooD
| R e T A it ga1s168 . Ready [ scawnow |  Goop

Volume Fibe System Total Site Free Site Status

5 e EXT3 3726.04 GB 3315.36 GB Ready T

After RAID expansion has finished, the new capacity is shown and the status is ‘Ready’. You can
start to use the larger capacity. (In the example you have 3.7TB logical volume)

RAID Management =

This unclion enables capacty expansion, RAID configuralion migration of spare drive configuralion with the orgingl drive data resened,
Mote: Make sure you hiave read the instructions carefully and you fully understand the correct operation procedure before using this function,

Current Disk Volume Configuration

Th BxECUlE
|# RAD5DiskVolume:Drive 12345 | 372604GB  Yes Rasily g”: ':f:::::m e

I EXPAND CAPACITY | l ADD HARD DRIVE MIGRATE CONFIGURE SPARE DRIVE BITMAP RECOVER

L

For detailed instrucions, please click hara.

Tip: If the description still shows ‘You can replace this hard drive’ and the status of the drive volume
says ‘Ready’, it means the RAID volume is still expandable.
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Migrate (Online RAID Level Migration)

During the initial setup of TS-509 Pro, you bought a 1TB HDD and configured it as single disk. TS-
509 Pro is used as a file server for data sharing among the departments.

After a half year, more and more important data are saved on TS-509 Pro. There is a rising concern
for hard drive damage and data loss. Therefore, you planned to upgrade the disk configuration to
RAID 5.

Using online RAID level migration, you can install one HDD for setting up TS-509 Pro and upgrade
the RAID level in the future. The migration process can be done without turning off the server. All
the data will be retained.

You can do the following with online RAID level migration:

e Migrate the systeom from single disk to RAID 1, RAID 5, or RAID 6
o Migrate the system from RAID 1 to RAID 5 or RAID 6

e Migrate the system from RAID 5 with 3 HDD to RAID 6

STEP 1. STEP 2, STEP 3.~ STEP 5.

RAID
Migration

Single Disk Add New Disks Single Disk to RAIDS

3TB
{RAID 5)

You need to:
e Prepare the HDD of the same or larger capacity as an existing drive in the RAID configuration.
e Execute RAID level migration (migrate the system from single disk mode to RAID 5 with 4 HDD).
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Go to 'Disk Management’ > ‘Volume Management’. The current disk volume configuration displayed
on the page is single disk (the capacity is 1TB).

Current Disk Volome Configuration: Physical Disks

Drive 1 Hitachi HD5721010KLA330 GKAD 9315168 Ready GOOD |
o2 _ | Cwopek  [SoWhoW |
omed - NoDik  [scannow | — |
Drive 4 = - Mo Disk SCAN HOW ol |
Drive 5 N - MoDisk | SCAN NOW - |

Current Disk Volume Configuration: Logical Volumes

Total Size Free Size Status
Single Disk: Drive 1 EXT3 9315168 524,68 GB Ready

[ Fum.u.rumv][ CHECK NOW || REMOVE NOW
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Plug in the new 1TB HDDs to drive slots 2, 3, 4 and 5 of NAS.

The status of the new HDDs is ‘Unmounted’.

Current Disk Valumae Configuration: Physical Disks

Drive1  Hitachi HDST21010KLA3I0 GKAD 9315168 Ready 600D
Drive2  Hitachi HDS721010KLA330 GKAD 9315168 Ready 6OOD
Dirive 3 Hitachi HDS721010KLA330 GEAD 931.51 GB Ready GODD
Drived  Hitachi HDS721010KLAR30 GKAD 83151GB Ready 600D
Dive5  Hitachi HOS721010KLAZ30 GKAD 9315168 Reay 600D

Current Disk Valume Configuration: Logical Velumes

Total Size

' Free Size Status

931.51 GE £24 59 GB Reeady

| FORMAT MOW | [ CHECK MOW || REMOVE HOW |

The NAS will detect the new HDDs.

| Unrrounted

[ FORMAT MOW | | mccrtmw]i_ REMOVE MOW |

= = Unmounted

[ Format now | [ mnmw]lrmfﬁ )

Unmiounted

[ Format wow | [ check wow ||| REMOVE Mow |

= = Unrmourtad

[ FormaT now | [ ummw][’nwam |
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Go to 'Disk Management’ > '‘RAID Management’, select the drive configuration for migration and click
‘Migrate’.

RAID Management

This funcion enatles capacity aspansion, RAID condigurabin migrabion or 3pang drve conliguration with the caginal dve data
FEiifdd
mmm Sre you Niav e e instruchions carelully and poa fully understand the comedt operaton procedure Salon using this

Total Size BAmap  Status Descripticn
Tl GEaTaB0n &) PoU Can REaCuty;
- Migrale

54208 = Raady

N operabion can be exsculed fof this dive
configuraion

Mo DREatan (N b Eoboutid for his S
Unmounted  oopouaton

W DpEatan (N b Eoboubid i his Sevw
Unmzimnied  oonoyaton

Mo operabon can be eosouled for this dive
Unmountid oo gt

CORFIGURE SPARE DRIVE BITHAP RECOVER

For caladed siruclons, please oo hide.

| SONAP, A Rights Ressred ThyBue -
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Select one or more available drives and the migration method. The drive capacity after migration is

shown. Click ‘Migrate’.

RAID Management - Migrate a
Select the drive to add
Model Capacity Status
WD10FYPS-01ZKB02.0 k 931.51 GB . Ready
WD 1000FYPS-01ZKB02.0 931.51G8 Ready
WD1D0FYPS-01ZKB02.0 931.51GB Ready |
WD 1000FYPS-01ZKB02.0  931.51G8 Ready
[ Single Disk Volurfie -> RAID 1 Mirraring Disk Volume
I @ Single Disk Volume -> RAID 5 Disk Volume |
9 Single Disk Volume -= RAID 6 Disk Volume
Target Disk Volume: Single Disk: Orve 4 The drive configuration is about to be configured as Disk Veluma, The
capacity is approximately 3726 GB
i
MIGRATE BACK |

Note that all the data on the selected HDD will be cleared. Click ‘OK’ to confirm.
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When migration is in process, the required time and total drive capacity after migration are shown in

the description field.

oo ros 12107002 2% A T Ready ' (e GOOD
Drive 2 Hitachi HDS721010KLA330 GKAD 93151G8 Ready GOOD
Drive3  Hitachi HD5721010KLAI30 GKAO 9315168 Ready 600D
Drive 4 Hitachi HDS721010KLA330 GKAD 931518 Ready GOOD
Drive 5 Hitachi MD5721010KLA330 GKAO 9315168 Ready GOOD

Free Size
EXT2 831518 52453 GB Ready

| FORMAT NOW || CHECK MOW || REMOVE MOW

B

EXT3 - - Unmounted

| FoRmaT Mow | [ cHECK MOw |

W EXT3 e _ F
[ FormaT wow | cuzcnm}FmEmw

Unmeounted

e - :

| FoRMaT wow || cHECK MOW || REMOVE NOW

T T — - =

[ FormaT HOW | [ mmnm]tm

g
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The NAS will enter ‘Read only’ mode when migration is in process during 11%-49% to assure the
data of the RAID configuration will be consistent after RAID migration completes.

After migration completes, the new drive configuration is shown (RAID 5 now) and the status is
Ready. You can start to use the new drive configuration.

RAID Management

is function enables capacity expansion, RAID configuration migration or spare drive configuration with the original drive dala
esenved

& Make surg you have read the instructions carefully and you fully understand the comect operation procedure belong using this
nction

Current Disk Volume Configuration

| Total Size Bitmap  Status Description _
" Fad T ing.. Mo operation can be axeéculed for his dimve
(@ Simgle Disk Drive 1 915.42 GB T: Migrating... (2%) configuration

EXPAND CAPACITY ADD HARD DRIVE MIGRATE

CONFIGURE SPARE DRIVE BITMAP RECOVER

|For detailed instructions, please click hers,

The process may take from hours to tens of hours to finish depending on the HDD size. You can
connect to the web page of the NAS to check the status later.
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Use Online RAID Capacity Expansion and Online RAID Level Migration

Scenario
You had a tight schedule to set up the file server and FTP server. However, you had only one 250GB
HDD. Therefore, you set up the TS-509 Pro with the single disk configuration.

The original plan was to set up a 3TB RAID 5 network data centre with TS-509 Pro.
You now planned to upgrade the disk configuration of TS-509 Pro to RAID 5 and expand the total
storage capacity to 3TB with all the original data retained after the HDD are purchased.

RAID Level Migration (Single to RAID 5) RAID Capacity Expansion (T50GB to 3TB)
N
~ T ~
STEPA, aTEF L ATEP 4

STEFL

15008
D &

Execute online RAID level migration to migrate the system from single disk to RAID 5. The total
storage capacity will be 750GB, RAID 5 (with one 250GB HDD and three 1TB HDD, the disk usage
will be 250GB*4 for RAID 5.). You can refer to the previous step for the operation procedure.

Execute online RAID capacity expansion to replace the 250GB HDD with a new 1TB HDD, and then

expand the logical volume from 750GB to 3TB of RAID 5. You can refer to the previous step for the
operation procedure.
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Add hard drive

Follow the steps below to add a HDD member to a RAID 5 or RAID 6 disk configuration.

1. Make sure the status of the RAID 5 or RAID 6 configuration is 'Ready".

2. Install a HDD on the NAS. If you have a HDD which has already been formatted as single disk
volume on the NAS, you can add this HDD to the RAID 5 or RAID 6 configuration. You are
recommended to use hard disk drives of the same storage capacity for the RAID
configuration.

3. Select the RAID 5 or RAID 6 configuration on the 'RAID Management' page and click 'ADD
HARD DRIVE'.

4. Select the new HDD member. The total drive capacity after adding the drive will be shown.
Click 'ADD HARD DRIVE'".

5. All the data on the new HDD member will be deleted during this process. The data on the
original RAID 5 or RAID 6 configuration will be retained. Click 'OK'. The NAS will beep twice.

This process may take a few hours to tens of hours to complete depending on the number and the
size of the HDD. Please wait patiently for the process to finish. Do NOT turn off the NAS during this
process. You can use a RAID configuration of larger capacity after the process.
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Configure Spare Drive

You can add a spare drive to or remove a spare drive from a RAID 5 configuration.

Follow the steps below to use this feature.

1. Make sure the status of the RAID 5 or RAID 6 configuration is 'Ready’.

2. To add a spare drive, install a HDD on the NAS. If you have a HDD which has already been
formatted as single disk volume on the NAS, you can configure this HDD as the spare drive.
You are recommended to use hard disk drives of the same storage capacity for the RAID
configuration.

3. Select the HDD and click 'CONFIGURE SPARE DRIVE'.
To add a spare drive to the selected configuration, select the HDD and click 'CONFIGURE
SPARE DRIVE'. All the data on the selected HDD will be deleted. Click 'OK' to proceed.

5. To remove a spare drive, unselect the spare drive and click 'CONFIGURE SPARE DRIVE'.

The original data on the RAID 5 or RAID 6 disk volume will be retained. After the configuration

completes, the status of the disk volume will become 'Ready’.
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Bitmap

Bitmap improves the time for RAID rebuilding after an unexpected error, or removing or re-adding a
member HDD of the RAID configuration. If an array has a bitmap, the member HDD can be
removed and re-added and only blocks changes since the removal (as recorded in the bitmap) will
be re-synchronized. To use this feature, select a RAID 1, 5, or 6 disk volume and click 'ENABLE
BITMAP'.

Note: Bitmap support is only available for RAID 1, 5, and 6.

RAID Management 2]

This function enahles capacity expansion, RAID configuration migration or spare drive configuration with the original drive data reserved.
Mote: Make sure you hawe read the instructions carefully and you fully understand the carrect operation procedure before using this
function.

Current Disk Yolume Configuration

Yolume Total Size Bitmap Status Description

The operation(s) you can execute:

(*)RAID 5 Disk Yolume; Drive 1 2 3 45552 GB Mo Ready B

[ EXPAND CAPACITY ][ ADD HARD DRIVE ] [ MIGRATE ] [ CONFIGURE SPARE DRIVE ] I-mrrm-][ RECOVER ]

For detailed instructions, please click here.
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Recover (RAID Recovery)

RAID Recovery: When the NAS is configured as RAID 5 (or RAID 6) and 2 (or 3) HDD are uplugged
from the server accidentally, you can plug in the same HDD into the same drive slots and click

‘Recover’ to recover the volume status from ‘Not active’ to ‘Degraded mode’.

If the disk volume is configured as RAID 0 or JBOD and one or more of the HDD members are

disconnected, you can use this function to recover the volume status from ‘Not active’ to ‘Normal’'.

The disk volume can be used normally after successful recovery.

Note: If the disconnected drive member is damaged, the RAID recovery function will not work.

and any of the
remaining HDD
cannot be spun
up/ identified/

accessed.

Standard RAID 5| QNAP RAID 5 Standard RAID 6 | QNAP RAID 6
Degraded mode N-1 N-1 N-1 & N-2 N-1 & N-2
Read Only N/A N-1, bad blocks N/A N-2, bad blocks
Protection (for found in the found in the
immediate data surviving HDD of surviving HDD of
backup & HDD the array. the array.
replacement)
RAID Recovery N/A If re-plugging in N/A If re- plugging in
(RAID Status: Not all original HDD to all original HDD to
Active) the NAS and they the NAS and they
can be spun up, can be spun up,
identified, identified,
accessed, and the accessed, and the
HDD superblock is HDD superblock is
not damaged. not damaged).
RAID Crash N-2 N-2 failed HDD N-3 N-3 and any of

the remaining
HDD cannot be
spun up/
identified/
accessed.

N = Number of hard disk drives (HDD) in the array
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Further information about RAID management of the NAS:

The NAS supports the following actions according to the number of HDD and disk configurations
supported. Please refer to the following table for the details.

Original Disk New Disk
Configuration No. of New HDD [Action Configuration *
* No. of HDD No. of HDD
RAID 5 * 3 1 Add HDD member RAID 5 * 4
RAID 5 * 3 2 Add HDD member RAID 5 * 5
RAID 5 * 3 3 Add HDD member RAID 5 * 6
RAID 5 * 3 4 Add HDD member RAID 5 * 7
RAID 5 * 3 5 Add HDD member RAID 5 * 8
RAID 5 * 4 1 Add HDD member RAID 5 * 5
RAID 5 * 4 2 Add HDD member RAID 5 * 6
RAID 5 * 4 3 Add HDD member RAID 5 * 7
RAID 5 * 4 4 Add HDD member RAID 5 * 8
RAID 5 * 5 1 Add HDD member RAID 5 * 6
RAID 5 * 5 2 Add HDD member RAID 5 * 7
RAID 5 * 5 3 Add HDD member RAID 5 * 8
RAID 5 * 6 1 Add HDD member RAID 5 * 7
RAID 5 * 6 2 Add HDD member RAID 5 * 8
RAID 5 * 7 1 Add HDD member RAID 5 * 8
RAID 6 * 4 1 Add HDD member RAID 6 * 5
RAID 6 * 4 2 Add HDD member RAID 6 * 6
RAID 6 * 4 3 Add HDD member RAID 6 * 7
RAID 6 * 4 4 Add HDD member RAID 6 * 8
RAID 6 * 5 1 Add HDD member RAID 6 * 6
RAID 6 * 5 2 Add HDD member RAID 6 * 7
RAID 6 * 5 3 Add HDD member RAID 6 * 8
RAID 6 * 6 1 Add HDD member RAID 6 * 7
RAID 6 * 6 2 Add HDD member RAID 6 * 8
RAID 6 * 7 1 Add HDD member RAID 6 * 8
RAID 1 * 2 1 Online BAID capacity RAID 1 * 2
expansion

93



Online

RAID capacity

RAID 5 * 3 1 RAID 5 * 3
expansion
Online RAID capacity
RAID 5 * 4 1 RAID 5 * 4
expansion
Online RAID capacity
RAID 5 * 5 1 RAID 5 * 5
expansion
Online RAID capacity
RAID 5 * 6 1 RAID 5 * 6
expansion
Online RAID capacity
RAID 5 * 7 1 ) RAID 5 * 7
expansion
Online RAID capacity
RAID 5 * 8 1 RAID 5 * 8
expansion
Online RAID capacity
RAID 6 * 4 1 ) RAID 6 * 4
expansion
Online RAID capacity
RAID 6 * 5 1 ) RAID 6 * 5
expansion
Online RAID capacity
RAID 6 * 6 1 ) RAID 6 * 6
expansion
Online RAID capacity
RAID 6 * 7 1 ) RAID 6 * 7
expansion
Online RAID capacity
RAID 6 * 8 1 ) RAID 6 * 8
expansion
Single * 1 1 Online RAID level migration |[RAID 1 * 2
Single * 1 2 Online RAID level migration [RAID 5 * 3
Single * 1 3 Online RAID level migration |[RAID 5 * 4
Single * 1 4 Online RAID level migration [RAID 5 * 5
Single * 1 5 Online RAID level migration [RAID 5 * 6
Single * 1 6 Online RAID level migration |[RAID 5 * 7
Single * 1 7 Online RAID level migration [RAID 5 * 8
Single * 1 3 Online RAID Level Migration [RAID 6 * 4
Single * 1 4 Online RAID level migration [RAID 6 * 5
Single * 1 5 Online RAID level migration |[RAID 6 * 6
Single * 1 6 Online RAID level migration [RAID 6 * 7
Single * 1 7 Online RAID level migration |[RAID 6 * 8
RAID 1 * 2 1 Online RAID level migration [RAID 5 * 3
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RAID 1 * 2 2 Online RAID level migration |RAID 5 * 4
RAID 1 * 2 3 Online RAID level migration |RAID 5 * 5
RAID 1 * 2 4 Online RAID level migration |RAID 5 * 6
RAID 1 * 2 5 Online RAID level migration |RAID 5 * 7
RAID 1 * 2 6 Online RAID level migration |RAID 5 * 8
RAID 1 * 2 2 Online RAID level migration |RAID 6 * 4
RAID 1 * 2 3 Online RAID level migration |RAID 6 * 5
RAID 1 * 2 4 Online RAID level migration |RAID 6 * 6
RAID 1 * 2 Online RAID level migration |RAID 6 * 7
RAID 1 * 2 6 Online RAID level migration |RAID 6 * 8
RAID 5 * 3 1 Online RAID level migration |RAID 6 * 4
RAID 5 * 3 2 Online RAID level migration |RAID 6 * 5
RAID 5 * 3 3 Online RAID level migration |RAID 6 * 6
RAID 5 * 3 4 Online RAID level migration |RAID 6 * 7
RAID 5 * 3 5 Online RAID level migration |RAID 6 * 8
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4.3 HDD SMART

You can monitor the HDD health, temperature, and the usage status by HDD S.M.A.R.T. (Self-
Monitoring Analysis and Reporting Technology).

You can view the following information of each HDD on the NAS.

Field Description

Summary Display the HDD S.M.A.R.T. summary and the latest test result.

Hard disk Display the HDD details, for example, model, serial number, HDD capacity.

information

SMART Display the HDD S.M.A.R.T. information. Any items that the values are lower

information than the threshold are regarded as abnormal.

Test Perform quick or complete HDD S.M.A.R.T. test.

Settings Configure temperature alarm. When the HDD temperature is over the preset
values, the NAS records the error logs.
You can also set the quick and complete test schedule. The latest test result is
shown on the Summary page.

HDD SMART 2

monitar hard disk health, temperature, and usage status by the hard disk S M AR.T. mechanism.
Select Hard Disk Disk 1+

SUMMARY
Summary
Good Hard Disk Model Seagate ST3160318A5 CC44
Mo errars were detected on the Drive Capacity 148.05 GB
hard disk. vour hard disk should Hard Drive Health Good

be operating properly.
Hard Drive Temperature 36 °C w

Test Time
Test Result Mot tested

96



4.4 Encrypted File System

This feature is not supported by TS-110, TS-119, TS-210, TS-219, TS-219P, TS-410, TS-419P, TS-
410U, and TS-419U.

You can manage the encrypted disk volumes on the NAS on this page. Each encrypted disk volume

is locked by a particular key. The encrypted volume can be unlocked by the following methods:

e Encryption Password: Enter the encryption password to unlock the disk volume. The default
password is ‘admin’. The password must be 8-16 characters long. Symbols (! @ # $ % N & * ()
_+ = ?) are supported.

e Encryption Key File: You can upload the encryption file to the server to unlock the disk volume.
The key can be downloaded from ‘Encryption Key Management’ page after you have unlocked the
disk volume successfully.

The data encryption functions may not be available in accordance to the legislative restrictions of

some countries.

Disk Volume Encryption Management 2]

Yolume Total Size Status Action

Mirraring Disk Wolurme: Drive 1 2 145,24 GB Unlocked [ ENCRYPTION KEY MANAGEMENT ]
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4.5 iSCSI

The NAS supports built-in iSCSI service for server clustering and virtualized environments.

iSCSI Configuration

The NAS supports built-in iSCSI service. To use this function, follow the steps below:
1. Install an iSCSI initiator on your computer (Windows PC, Mac, or Linux).
2 Enable iISCSI Target Service on the NAS and create a new iSCSI target.
3. Run the iSCSI initiator and connect to the iSCSI target (NAS).
4 After successful logon, format the iISCSI target (disk volume). You can start to use the disk
volume on the NAS as a virtual drive on your computer.

In between the relationship of your computer and the storage device, your computer is called an
initiator because it initiates the connection to the device, which is called a target.

Note: It is suggested NOT to connect to the same iSCSI target with two different clients (iISCSI
initiators) at the same time, because this may lead to data damage or disk damage.
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The description below applies to non Intel-based NAS or Intel-based NAS models
running firmware prior to version 3.2.0 only.

Non Intel-based NAS refers to TS-110, TS-119, TS-210, TS-219, TS-219P, TS-410, TS-419P, TS-
410U, TS-419U. Intel-based NAS refers to TS-239 Pro, TS-239 Pro II, TS-259 Pro, SS-439 Pro, TS-
439 Pro, TS-439 Pro II, TS-439U-SP/RP, TS-459 Pro, TS-459U-SP/RP, TS-509 Pro, TS-559 Pro, TS-
639 Pro, TS-659 Pro, SS-839 Pro, TS-859 Pro, TS-809 Pro, TS-809U-RP, and TS-859U-RP.

Follow the steps below to create iISCSI targets and LUN on the NAS.

A logical unit number (LUN) will be created for each iSCSI target you create. A maximum of 4
targets and 4 LUNs can be created.

Under the tab 'iISCSI TARGET LIST’, click ‘Create New iSCSI Target'.

Home:=> Disk Management:> > iSCSI

iSCSI Configuration

| ISCSI TARGET | | ISCSI TARGET LIST

iSCSI Target List

& Create New iSCSI Target

I —— ) I e e i S

Enter the information required. Specify the target name. Specify the volume on which the iSCSI
target will be created on and the size of the target, also whether or not to pre-allocate the disk
space.

Create New iSCSI Target

iSCSI Target Profile

Target Mame:; imytarget

iIZCEl Target 1QM: ign.2004-04 com.gnap:ts-21%iscsi.mytarget. 8cdd0o

i5CSI Target LUN

[~ Allocate the disk space now @

Volume: [single Disk: Drive 1 [+ Free Size:913GB

Capacity, -~
J
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Enter the CHAP authentication settings (optional) if your NAS is located on a public or untrusted
network. If you enter the user name and password settings under ‘CHAP’ only, only the iSCSI target
authenticates the initiator. In other words, the initiators have to enter the user name password to
connect to the target.

Mutual CHAP: Turn on this option for two-way authentication between the iSCSI target and the
initiator. The target authenticates the initiator using the first set of user name and password. The
initiator authenticates the target using the ‘Mutual CHAP’ settings.

Field User name limitation Password limitation
Use CHAP e The only valid characters are 0- | ¢ The only valid characters are 0-
authentication 9,8z, A-Z 9,8z, A-Z
e Maximum length: 256 characters | e Maximum length: 12-16
characters
Mutual CHAP e The only valid characters are 0- e The only valid characters are 0-
9, a-z, A-Z, : (colon), . (dot), 9, a-z, A-Z, : (colon), . (dot),
and - (dash) and - (dash)
e Maximum length: 12-16 e Maximum length: 12-16
characters characters
Type
(= Mone
(~ CHAP
User Mame: {(A~Z, a~z, 0~0)
Password (A~Z, a~z, 0~9)
Re-enter Password:
[~ Mutual CHAP
Initiator Mame: {(A~Z, a~z, 0~0)
Password (A~Z, a~z, 0~0)
Re-enter Password: |
CRC/Checksum (optional)
[~ DataDigest
[ Header Digest
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Upon successful creation the iSCSI target will be shown on the iSCSI Target List.

iSCSI Configuration

| Ecsrmﬁa?” 1SCSI TARGET LIST

iSCSI Target List

iqn.2004-04 com.gnapts-219:iscsi.mytarget. Scdd0o0

10.00 GB

i Create New iSCSI Target

Offline @

Select the option ‘Enable iSCSI Target Service’ under the tab 'iSCSI TARGET' and click ‘Apply’. The

iSCSI target will become ready.

PORTAL MANAGEMENT | | TARGET MANAGEMENT |

i5CSI Portal
'7 Enable iSCSI Target Senvice |

iSCSI Service Part:

[ EnableishMs

ISMS Server IP:

APPLY
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iSCSI Quick Configuration Wizard

The description below applies to Intel-based NAS models running firmware version 3.2.0
or later only.

Intel-based NAS refers to TS-239 Pro, TS-239 Pro II, TS-259 Pro, SS-439 Pro, TS-439 Pro, TS-439
Pro II, TS-439U-SP/RP, TS-459 Pro, TS-459U-SP/RP, TS-509 Pro, TS-559 Pro, TS-639 Pro, TS-659
Pro, SS-839 Pro, TS-859 Pro, TS-809 Pro, TS-809U-RP, and TS-859U-RP.

A maximum of 256 iSCSI targets and LUNs can be created. For example, if you create 100 targets
on the NAS, the maximum number of LUNs you can create is 156. Multiple LUNs can be created for
each target. However, the maximum number of concurrent connections to the iISCSI targets
supported by the NAS varies depending on your network infrastructure and the application
performance. Too many concurrent connections may slow down the performance of the NAS.

Follow the steps below to configure the iISCSI target service on the NAS.
1. Under the ‘Portal Management’ tab enable iSCSI target service. Apply the settings.

Home > Disk Management == iSCST Welcome admin | Logout

iSCSI Configuration
| PORTAL MANAGEMENT || []

iSCSI Portal

Enable IS0 Target Service
iSCSl Service Port 3 i

O Enable isng
ISMES Server IP:

APPLY

2. Next, go to the ‘Target Management’ tab and create iSCSI targets on the NAS. If you have not

created any iSCSI targets, the Quick Installation Wizard will show up and prompt you to create
iSCSI targets and LUN (Logical unit number). Click ‘OK’.
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3. Select to create an iSCSI target with a mapped LUN, an iSCSI target only, or an iSCSI LUN
only. Click ‘Next'.

Quick Configuration Wizard

QNAP iSCSI Quick Configuration Wizard

TURBO MAS
| want to create

LONNT=Te=] Targetwith a mapped LUMN

{ i3CSl Target only
£ ISCSILUN only

4. Create iSCSI target with a mapped LUN:
Click 'Next'.

iSCSI Quick Configuration Wizard

QNAP iSCSI Quick Configuration Wizard

TURBDO MAS
This wizard will guide you through the following settings -
* Create an iSCSl target.

* Create an iSCSI LUMN and map it to the target.
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5. Enter the target name and target alias. You may check the options 'Data Digest' and/or

'Header Digest' (optional). These are the parameters that the iSCSI initiator will be verified
when it attempts to connect to the iSCSI target.

iSCS| Quick Configuration Wizard

QNAP Create New iSCSI Target

TuRBDO MAS

iISCEl Target Profile

Target Mame:  targetd

iSCEl Target ign.2004-04 com.gnapits-
|20 309:iscsitarget0l . 8a000f

Target Alias: target

CRCIChecksum (optional)
[~ Data Digest

[T HeaderDigest

Step 2 of 6
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6. Enter the CHAP authentication settings. If you enter the user name and password settings

under 'Use CHAP authentication' only, only the iSCSI target authenticates the initiator, i.e. the

initiators have to enter the user name password settings here to access the target.

Mutual CHAP: Enable this option for two-way authentication between the iSCSI target and the

initiator. The target authenticates the initiator using the first set of user name and password. The

initiator authenticates the target using the 'Mutual CHAP' settings.

Field

User name limitation Password limitation

Use CHAP
authentication

e The only valid characters are 0- | ¢ The only valid characters are 0-

9, a-z, A-Z 9, a-z, A-Z
e Maximum length: 256 e Maximum length: 12-16
characters characters

Mutual CHAP

e The only valid characters are 0- | e The only valid characters are 0-

9, a-z, A-Z, : (colon), . (dot), 9, a-z, A-Z, : (colon), . (dot),
and - (dash) and - (dash)

e Maximum length: 12-16 e Maximum length: 12-16
characters characters

iSCSI Quick Configuration Wizard

QNRAP

TURBDO MNAS

Step 3 of 6

CHAP Authentication Settings

v Use CHAP authentication

User Mame: one2345
Password: sesssnsse
Re-enter Passward: sesssenee

v Mutual CHAP
Lser Mame; ddr11111

FPasswoord: ssesssses

Re-enter Passward:  essesssss
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7. Create an iSCSI LUN.

An iSCSI LUN is a logical volume mapped to the iSCSI target. Select one of the following modes to

allocate the disk space to the LUN:

e Thin Provisioning: Select this option to allocate the disk space in a flexible manner. You can

allocate the disk space to the target anytime regardless of the current storage capacity available

on the NAS. Over-allocation is allowed since the storage capacity of the NAS can be expanded

by online RAID capacity expansion.

e Instant Allocation: Select this option to allocate the disk space to the LUN instantly. This option

guarantees the disk space assigned to the LUN but may take more time to create the LUN.

Enter the LUN name and specify the LUN location (disk volume on the NAS). Enter the capacity for

the LUN. Click ‘Next'.

iSCSI Quick Configuration Wizard

QNRAP

TURBDO MAS

Step 4 of 6

Create an iSCSI LUN

LUN Allocation: & Thin-Provisioning  © Instant Allocation @

LUM Mame: 0071

Capacity:

™
I
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8. Confirm the settings and click 'Next'.

iSCSI Quick Configuration Wizard

QNRAP

TUREBDO MNAS

Step 5 of 6

Confirm Settings

Target Name: target0l

Target IGN: iqn.2004-04 com.gnapts-209:iscsitarget0l . 2a000f7
Target Alias: target

Data Digest: Yes

Header Digest: Yes

CHAP awthentication: Mo

CHAP Username: one?345

Mutual CHAP authentication: Yes

Mutual CHAP Username: ddr11111

LUN Allocation: Thin-Provisioning
LUN Name: 001 ]

9. When the target and the LUN have been created, click ‘Finish’.

iSCSI Quick Configuration Wizard =l

QNRAPR

TurREDO MNAS

Step 6 of 6

iSCSI Quick Configuration Wizard

Created successullyl
You can perform advance settings at the "TARGET MAMNAGEMERT"
and "ADVARNCE ACL" pade.
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10. The target and LUN are shown on the list under the ‘Target Management’ tab.

iSCEl Target List

E] 01 (ign.2004-04.com:ts-230;iscsitargetd1.8chete) Ready
L 40001 (1.00 08 Enabled
Total 1 | Display 10+ enlries per page. TRECI Pl

108




Create more LUN for a target

The description below applies to Intel-based NAS models running firmware version 3.2.0
or later only.

Intel-based NAS refers to TS-239 Pro, TS-239 Pro II, TS-259 Pro, SS-439 Pro, TS-439 Pro, TS-439
Pro II, TS-439U-SP/RP, TS-459 Pro, TS-459U-SP/RP, TS-509 Pro, TS-559 Pro, TS-639 Pro, TS-659

Pro, SS-839 Pro, TS-859 Pro, TS-809 Pro, TS-809U-RP, and TS-859U-RP.

You can create multiple LUN for an iSCSI target. Follow the steps below to create more LUN for an
iSCSI target.

1. Click ‘Quick Configuration Wizard’ under ‘Target Management'.

| ﬁi:lRT.nL MANAGEHENT || TARGET MAMNAGEMENT || :n.DVANEED ACL |

Target Management

I QUICK CONFIGURATION WIZARD I Quick Configuration Wizard will assist you to create an iISCSI target and LUN.

ISCEl Target List

01 (ign.2004-04.com:ts-239iscsitarget01.8cheéc) Ready

Total: 1 | Display

Un-Mapped iSCSI LUM List

& Delete | Total: 0 | Display 10~ entries per page.
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2. Select'iSCSI LUN only” and click ‘Next'.

Quick Configuration Wizard =il

QNAP iSCSI Quick Configuration Wizard

TUrRBD NAS
l'want to create

 iscsl Target with a mapped LU

" iSCSI Target only
% iSCSILURN only

3. Select the LUN allocation method. Enter the LUN name, select the LUN directory, and specify the
capacity for the LUN. Click ‘Next'.

iSCSI Quick Configuration Wizard e

QNAPR Create an iSCSI LUN

TUREBDO MNAS

LUM Allocation: @ Thin-Provisioning ¢ Instant Allocation @
LUN Mame: 002

LUMN Location: |IshareIHDEI_DATA * | Free Size: 281 .6GH

Capacity: . 1 - GB

Step 1 of4 MEXT CANCEL
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4. Select the target to map the LUN to. You can also select not to map the LUN for now.

iSCSI Quick Configuration Wizard

QNRAP Map to Target (Optional)

TUREBDO MAS
" Do not rmap it to a target for now.

ign.2004-04 com.gnapts- E

c @ 209 iscsia.8a000f

ign.2004-04 com.gnapts-

C allen £09-iscsiallen.2a000f

: ign.2004-04 com.gnap:ts-
& B 809-iscsi targetd1 Ga000f
- david ign.2004-04 com.gnap:ts-

309iscsirr.8a000f

]

5. Confirm the settings and click ‘Next'.

iSCSI Quick Configuration Wizard ol

QNRARP Confirm Settings

TuREDO MNAS

LUN Allocation: Thin-Provisiaoning
LUN Name: 002

LUN Location: ishareiHDB_DATA
LUN Capacity: 1GB

Map to Target: iqn. 2004-04 com.gnapis-809iscsitargetd 20007

SRR BACK m CANCEL
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6. When the LUN has been created, click ‘Finish’ to exit the wizard.

iSCSI Quick Configuration Wizard

IJNFIF Created successiialkyl
_ _ Yo can perform advance settings atthe "TARGET MAMNAGEMEMT"
TURBD NAS and "ADVAMNCE ACL" page.

7. The LUNs created can be mapped to and unmapped from the iSCSI target anytime. You can

also unmap the LUN from a target and map it to another target.

Target Management

[ QUICK CONFIGURATION WIZARD ] Quick Configuration Wizard will assist you to create an ISCSI target and LURN.

ISCEI Target List

. 01 (ign.2004-04.comits-230:iscsi target01.8chcoie) Reaty
a 02 {ign.2004-04.comits-23%iscsitarget02.8chebc) Ready
Total: 2 | Display lnv entries per page. 4 4

Un-Mapped iSCSI LUMN List
] ooz 1GB N E

003 1 GB [0%]

i Delete | Total: 2 | Display

entries per page. 4 4
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Item Status Description
iSCSI target Ready The iSCSI target is ready but no initiator
has connected to it yet.
Connected The iSCSI target has been connected by an

initiator.

Disconnected

The iSCSI target has been disconnected

Offline The iSCSI target has been deactivated and
cannot be connected by the initiator.
LUN Enabled The LUN is active for connection and is
visible to authenticated initiators.
Disabled The LUN is inactive and is invisible to the

initiators.

113




Button

Description

E

Deactivate a ready or connected target. Note that the connection from the initiators

will be removed.

Activate an offline target.

8|®

Modify the target settings: target alias, CHAP information, and checksum settings.
Modify the LUN settings: LUN allocation, name, disk volume directory, etc.

Delete an iSCSI target. All the connections will be removed.

Disable an LUN. All the connections will be removed.

Enable an LUN.

CHECHES

Unmap the LUN from the target. Note that you must disable the LUN first before
unmapping the LUN. When you click this button, the LUN will be moved to ‘Un-Mapped
iSCSI LUN List'.

®)

Map the LUN to an iSCSI target. This option is only available on the ‘Un-Mapped iSCSI
LUN List'.

()

View the connection status of an iSCSI target.
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Switch the mapping of LUN

The description below applies to Intel-based NAS models running firmware version 3.2.0
or later only.

Intel-based NAS refers to TS-239 Pro, TS-239 Pro II, TS-259 Pro, SS-439 Pro, TS-439 Pro, TS-439
Pro II, TS-439U-SP/RP, TS-459 Pro, TS-459U-SP/RP, TS-509 Pro, TS-559 Pro, TS-639 Pro, TS-659
Pro, SS-839 Pro, TS-859 Pro, TS-809 Pro, TS-809U-RP, and TS-859U-RP.

Follow the steps below to switch the mapping of an LUN.

1. Select an LUN to unmap from an iSCSI target and click (Disable).

iISCEl Target List

01 (ign.2004-04.com:ts-239:iscsitarget0 1.8chebic) Ready MEES]
L 0 on1 {1.00 GE) Enabled

2. Next, click @ (Unmap) to unmap the LUN. The LUN will appear on the Un-Mapped iSCSI LUN

List. Click @ (Map) to map the LUN to another target.

iSCS| Target List

(=] 01 (ign.2004-04.com1s-230:iscsitarget01.8ches) Reaty
L wo- 001 (10008 Disabled @

(4] 02 (ign.2004-04.com:ts-23Giiscsitarget02.8chebc) Ready MG

Total: 2 | Display

Un-Mapped iSCS LUM List
O oo 168 (®(Z)
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3. Select the target to map the LUN to and click ‘Apply’.

Map LUN to Target - 001

- allen iqn.2004-04 com.gnap:ts-809iscsiallen.8a000f E

o david iqn.2004-04 com.gnap:ts-809:iscsirrr. 820007

. target iqn.2004-04 com.gnap:ts-809iscsitarget0l Sa000f

[]

APPLY CANCEL

4. The LUN is mapped to the target.

ISCSl Target List

01 {ign.2004-04.com:ts-239%iscsitargetl1.8chebc)

|— id:0-002(1.00GH)

Ready

Enahled

After creating the iSCSI targets and LUN on the NAS, you can use the iSCSI initiator installed on

your computer (Windows PC, Mac, or Linux) to connect to the iSCSI targets and LUN and use the

disk volumes as the virtual drives on your computer.
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Connect to the iSCSI targets by Microsoft iSCSI initiator on Windows

Before you start to use the iSCSI target service, make sure you have created an iSCSI target with a
LUN on the NAS and installed the correct iSCSI initiator for your OS.

iSCSI initiator on Windows

Microsoft iISCSI Software Initiator v2.07 is an official application for Windows OS 2003, XP, and 2000
to allow users to implement an external iISCSI storage array over the network. If you are using
Windows Vista or Windows Server 2008, Microsoft iSCSI Software Initiator is included. For more
information and the download location, visit:
http://www.microsoft.com/downloads/details.aspx?familyid=12cb3cla-15d6-4585-b385-
befd1319f825&displaylang=en

Start iISCSI initiator from ‘Control Panel’ > ‘Administrative Tools’. Under the ‘Discovery’ tab click
‘Add Portal’. Enter the NAS IP and the port number for the iSCSI service.

= Cescower Fo
T = ecime He =
- ’ | EE |'\
chif Discover Target Portal [
Enter the IP address or DNS name and port number of the portal you
want to add.
To change the default settings of the discovery of the target portal, dick
the Advanced button.
U]
| TP address or DNS name: Port: (Default is 3250.)
TolM 1192, 168.0.10 3260
Advanced... [ oK | [ Cancel
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The available iISCSI targets and their status will then be shown under the ‘Targets’ tab. Select the
target you wish to connect then click ‘Connect’.

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Cornect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Conmect.

Target: Quick Connect... |
Discovered targets

Mame Status

ign. 2004-04.com:NAS:SCSL.lun 1.BS27AD Connected

ign. 200-4-04. com:NAS:SCSL. mytarget. B9 274D Inactive

To connect using advanced options, select a target and then
diick Connect.

To completely disconnect a target, select the target and [Zir.:u'r!l:t
then didk Disconnect.
[ Propertes... |

For target properties, nduding configuration of sessions, Pr.
select the target and dick Properties.

For configuration of devices assodated with a target, select P
the target and then dick Devices, _
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You may click ‘Advanced’ to specify the logon information if you have configured the authentication
otherwise simply click ‘*OK’ to continue.

Target name:

ign. 200 . com:MASSCSI. mytarget. B927AD
Add this connection to the list of Favarite Targets.

This will make the system automatically attempt to restore the
connection every time this computer restarts.

[] Enable mult-path

o ] e

Upon successful logon, the status of the target now shows ‘Connected’.

LA

Mame Status
ign., 2004-04, com:MAS:SCSILIun 1. BS27AD Connected
ign. 2004-04, com:MAS:HSCSI.mytarget.B927AD w
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After the target has been connected Windows will detect its presence and treat it as if there was a
new hard disk drive has been added which needs to be initialized and formatted before we can use
it. Right-click ‘My Computer’ > ‘Manage’ to open the ‘Computer Management’ window then go to
‘Disk Management’ and a window should pop-up automatically asking whether you want to initialize
the newly found hard drive. Click ‘OK’ then format this drive as normally you would when adding a
new disk.

v
" Computer Management

File Action View Help

7] [ o 5
A Computer Management (Local| | Yolume . _:|'_.cn_t. ype ._ File Systemn | Status
4 System Tools s (IC:) Simple Basic NTFS Healthy (System, Boot, Page File, Active, C
Task Scheduler 1 250G-0 (D:) Simple  Basic NTFS Healthy (Primary Partition
{| Event Viewer simple Basic NTFS Healthy (Logical Dve)
Shared Folders Simple Basic NTFS Healthy (Primary Partition
B Local Users and Groups

& Performance

Device Manager

= Disk Management

Select dsks:
[wiiDiske 3

Services and Application:

Use the following pariition style for the selected disks:

@ MBR [Master Boot Record)
() GPT (GUID Partition Takble)

Mote: The GPT pariition style is not recognized by all previous vensions of
Windows. K ig recommended for disks largerthan 2TB, or disks used on
kanium-based computers.

ok ||l Cancel |
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After disk initialization and formatting, the new drive is attached to your PC. You can now use this

iSCSI target as a regular disk partition.

File Action View Help

«=5 | 7EHERX S & x B

& Computer Management (Local
4 ff} System Tools
- (B Task Scheduler
I m Event Viewer
» @ Shared Folders
» & Local Users and Groups
b [’ Peformance
g Device Manager
a (=2 Storage
=¥ Disk Management
» E:-j services and Applications

Volume I La}routl Type | File Systeml Status

i (IC:) Simple Basic NTFS Healthy (System, Boot, Page File, Activ
25060 (D:) Simple Basic NTFS Heazlthy (Primary Partition)

== 250G-1 (E:) Simple Basic MTFS Healthy (Logical Drive)

15031 LUNE (G:)

= My I5C51 Target (F) Simple

Basic Healthy (Primary Partition

e 3

=i Disk O

Basic 230G-0 (D:) 230G-1 (E)

23289 GB 50,00 GB NTFS 182.88 GB NTFS

Online Healthy (Primary Partition. | | Healthy (Logical Drive)

iDisk 1 I
Basic ()]

465.76 GEB 465,76 GB NTFS

Cnline Healthy (System, Boot, Page File, Active, Crash Dump, Primary
4Dk 2 ——
Basic ISCSI_LUNL (G:)

2048.00 GB 2048.00 GB NTF3

Online Healthy (Primary Partition)

=iDisk 3

Basic My i5CSI Target (F:)

10.00 GB 10.00 GB NTFS L

Online Healthy (Primary Partition) -0

B Unallocated [l Primary partition [l Extended partition | Free space [l Logical drive
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Connect to the iSCSI targets by Xtend SAN iSCSI Initiator on Mac OS

This section shows you how to use Xtend SAN iSCSI Initiator on Mac OS to add the iSCSI target
(QNAP NAS) as an extra partition. Before you start to use the iSCSI target service, make sure you
have created an iSCSI target with a LUN on the NAS and installed the correct iSCSI initiator for your
0OsS.

About Xtend SAN iSCSI initiator

ATTO's Xtend SAN iSCSI Initiator for Mac OS X allows Mac users to utilize and benefit from iSCSI. It
is compatible with Mac OS X 10.4.x to 10.6.x. For more information, please visit:
http://www.attotech.com/products/product.php?sku=INIT-MAC0-001

After installing Xtend SAN iSCSI initiator, you can find it in 'Applications’.

-

¥ DEVICES A .
2 Macintosh HD 3 wori '09 "IE
5 iisk @ iDownloader  Xtend_SAN.. tallLog.log
i R » |1| = komodo Edit
— - & Mail
¥ SHARED & Microsoft Messenger
= 172.17.21.5 & |} 3 Movist
= 172.17.22.93 & I} @ Nally
I (arPn hl Notes
= (samea) (L Paragon NTFS for Mac OS X+ Name Xtend SAN
s 1 I Photo Booth Kind Application
, (SAMBA) A& Previe Size 1.9 MB on disk
I8 0000(SAMBA) (2) @ QuickTime Player Created 5/31/10 12:24 PM
I 2593270K(AFF) @ Safari Modified 5/31/10 12:24 PM
 al... ‘ ScreenFlow Last opened Today 3:10 PM
Version 3.25
¥ PLACES 9 Skype
KA Deskiop & Stickies ( More info... |
& w G Stuffic "
s B3 system Preferences
RESESS B Teamviewer
[} Documents / TextEdit
Time Machine
(i7] Dropbox @
¥ SEARCH FOR . 9 unitivies an
() Today + G vMware Fusion =
FTY Vansard e + o] Xtend SAN Ll ] 1]
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Click the 'Discover Targets' tab, you can either choose 'Discover by DNS/IP' or 'Discover by iSNS'
according to the network topology. In this example, we will use the IP address to discover the iSCSI

targets.

[Initiator - Discover Targets |

( Discover by DNS/IP |  ( Discover by iSNS )

- Discovered Targets

(" Add :: { Clear )

-
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Follow the screen instructions and enter the server address, iSCSI target port number (default:

3260), and CHAP information (if applicable). Click 'Finish' to retrieve the target list after all the data
have been entered correctly.

[Initiator -~ Discover Targets-|
Discover Targets 2
Configure the static discovery.

Address:  10.8.12.111 -

Port: 3260

"CHAP

Target User Mame: james

Target Secret: ltvu-oruuuwata ]

Mutual Authentication: =

Initiator User Name:

Initiator Secret:

( Finish-) ( Cancel )
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and click 'Add".

All the available iISCSI targets on the NAS will be shown. Select the target you would like to connect

[“Initiator ~ Discover Targets |

( Discoverby DNS/IP )  ( Discover by iSNS )
 Discovered Targets

iqn.2004-04.com.qnap:ts-4 39proii:iscsi forvista.be 2 32
igqn.2004-04.com.qnap:ts-4 39proii:iscsi.vdd.be2 3f2
ign.2004-04 .com.gnap:ts-4 39proiiiscsi formac.be2 32

( add ) ( Clear )
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You can configure the connection properties of the selected iSCSI target in the 'Setup' tab.

Hosts
v Bl Jw-MacBook-Pro.local

ign.2004-04 com.gnap:ts-

(|

Status  LUNs |

Mame: ign.2004-04.com.qnap:ts-439proiiziscsi.formac.be23f2
Alias:

~Ports
Network Node Visible Auto Login

( parameters ) ( Security ) ( Save ) [ Remove )
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Click the 'Status' tab, select the target to connect. Then click 'Login' to proceed.

Hosts

| Setup -~ Statws LUNs |
¥ B Jw-MacBook-Pro.local
o [EFIRTITENTITEE  Name: iqn.2004-04.com.qnap ts-439proiiiscsi formac be23f2
Alias:
Ports
Hetwork Node

Status Auto Logn

(Ltogin ) (_togour ]

(_ Parameters |
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The first time you logon to the iISCSI target, a popup message will be shown to remind you the disk
is not initialized. Click 'Initialize..." to format the disk. You can also open the 'Disk Utilities'
application to do the initialization.

Disk Insertion
The disk you inserted was mot readable by this computer,

{ wivialize... ) { gnore ) (- Ejece—)

You can now use the iSCSI target as an external drive on your Mac.

B i D  F 4 = (=FCharged) ThuJjun3 3:28 PM

Macintosh HD -

[ A=

ATTO

1SCSl

MyiSCsl1
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Connect to the iSCSI targets by Open-iSCSI Initiator on Ubuntu Linux

This section shows you how to use Linux Open-iSCSI Initiator on Ubuntu to add the iSCSI target
(QNAP NAS) as an extra partition. Before you start to use the iSCSI target service, make sure you
have created an iSCSI target with a LUN on the NAS and installed the correct iSCSI initiator for your
0sS.

About Linux Open-iSCSI Initiator

The Linux Open-iSCSI Initiator is a built-in package in Ubuntu 8.04 LTS (or later). You can connect
to an iISCSI volume at a shell prompt with just a few commands. More information about Ubuntu is
available at http://www.ubuntu.com/ and for information and download location of Open-iSCSI,
please visit: http://www.open-iscsi.org/

Before you start
Install the open-iscsi package. The package is also known as the Linux Open-iSCSI Initiator.

# sudo apt-get install open-iscsi

Now follow the steps below to connect to an iSCSI target (QNAP NAS) with Linux Open-iSCSI
Initiator.

You may need to modify the iscsid.conf for CHAP logon information, such as node.session.auth.
username & node.session.auth.password.

# vi /etc/iscsi/iscsid.conf

Save and close the file, then restart the open-iscsi service.
# /etc/init.d/open-iscsi restart

Discover the iSCSI targets on a specific host (the QNAP NAS in this example), for example,
10.8.12.31 with default port 3260.
# iscsiadm -m discovery -t sendtargets -p 10.8.12.31:3260

Check the available iISCSI node(s) to connect.

# iscsiadm -m node
** You can delete the node(s) you don’t want to connect to when the service is on with the following
command:

# iscsiadm -m node --op delete --targetname THE_TARGET_IQN

Restart open-iscsi to login all the available nodes.
# /etc/init.d/open-iscsi restart

You should be able to see the login message as below: Login session [iface: default, target:
iqn.2004-04.com:NAS:iSCSI.ForUbuntu.B9281B, portal: 10.8.12.31,3260] [ OK ]
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Check the device status with dmesg.

Enter the following command to create a partition, /dev/sdb is the device name.

Format the partition.

Mount the file system.

You can test the I/O speed using the following command.

Below are some ‘iscsiadm’ related commands.
Discover the targets on the host:

Login a target:

Logout a target:

Delete a Target:
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ADVANCED ACL

The description below applies to Intel-based NAS models running firmware version 3.2.0 or later
only.

Intel-based NAS refers to TS-239 Pro, TS-239 Pro II, TS-259 Pro, SS-439 Pro, TS-439 Pro, TS-439
Pro II, TS-439U-SP/RP, TS-459 Pro, TS-459U-SP/RP, TS-509 Pro, TS-559 Pro, TS-639 Pro, TS-659
Pro, SS-839 Pro, TS-859 Pro, TS-809 Pro, TS-809U-RP, and TS-859U-RP.

You can create LUN masking policy to configure the permission of the iSCSI initiators which attempt
to access the LUN mapped to the iSCSI targets on the NAS. To use this feature, click ‘Add a Policy’
under ‘ADVANCED ACL'.

| I | [aovace ace ] |

LUN Masking

& connected ISCSI initiator is authenticated by Target ACL and LUN Masking in order to access the iSCSI LUNs mapped to the
ISCSI targets on the MAS, (For detailed instructions, please click here)

LLIM Masking Policy List 2 add a Palicy

& Delete | Total: 1 | Display
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Enter the policy name, the initiator IQN, and assign the access right for each LUN created on the
NAS.

e Read-only: The connected initiator can only read the data from the LUN.

e Read/Write: The connected initiator has read and write access right to the LUN.

e Deny Access: The LUN is invisible to the connected initiator.

Add a Policy

Define the LUIN Masking policy for the initiator you input below.

Palicy Marme: reinh
Initiatar 1GIM: ign.1981-05 com.microsaftreink
aao s o I
001 i " r
g0z s o I
abh i iy o
[]

APPLY
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If no LUN masking policy is specified for a connected iSCSI initiator, the default policy will be
applied. The system default policy allows read and write access from all the connected iSCSI

[
initiators. You can click (Edit) on the LUN masking list to edit the default policy.

Note: Make sure you have created at least one LUN on the NAS before editing the default LUN
policy.

LUN Masking

& connected ISCSI initiator is authenticated by Target ACL and LUN Masking in order to access the ISCSI LUNS mapped o the
ISCSI targets on the NAS, (For detailed instructions, please click here)

LUN Masking Policy List i3 Add a Palicy

Default Policy
Tatal: 1 | Display -

entries per page.
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Hint: How do I find the initiator IQN?
Start Microsoft iSCSI initiator and click 'General'. You can find the IQN of the initiator as shown

below.

15CS1 Initiator, Properties

General |Disc1:uver_l,l Targets | Persistent Targetz | Bound Yolumes/Devices

The i5C5| protocol uses the fallowing information o uniquely

p=y idenhify thiz inhiator and authenticate targets.

[nitiatar Made Mame: iqn. 1997 -05. cam. microsaft mercun-po

T rename the initiator node, click Change.

To authenticate targets using CHAP, click Secret to
Secret

zpecify a CHAP secret,

To configurs IPSec Tunnel Mode addresses, click

Turnel Tunnel

Ok, ]| Cancel |
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4.6 Virtual Disk

You can use this function to add the iSCSI targets of other QNAP NAS or storage servers to the NAS
as the virtual disks for storage capacity expansion. The NAS supports maximum 8 virtual disks.

Virtual Disk a

& Add Virtual Disk

Mo virtual disk available.

To add a virtual disk to the NAS, make sure an iSCSI target has been created. Click ‘Add Virtual
Disk’.
Virtual Disk =

&3 Add Wirtual Disk |

Mo virtual disk available.
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Enter the target server IP and port number (default: 3260). Click ‘Get Remote Disk’. If
authentication is required, enter the user name and the password. Then, click ‘Apply’.

Add Virtual Disk e

Add Virtual Disk

Target Server IP: 10 1,8 .10 39 port ;3260

[ GET REMOTE DISK ]

Remote Disk Device  pwenn 55395051 test, AAEE LA

1, 2004-0<, com.anap;: 55-23

[T Authentication

I lzer Marme:;

Passwoard:

APPLY CANCEL

Click to format the virtual disk.

Virtual Disk 2]
[ wvirtualDiski Unkricredh 1024 MB Unrrounted B

When the status of the virtual disk is ‘Ready’, you can start to use the virtual disk as a disk volume
of the NAS.
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5. Access Right Management

The files on the NAS can be shared among multiple users. For easier management and better
control of users’ access right, you have to organize the users, user groups, and their access right
control.

Users[13h

User Groups[143

Share Folders[14h

Quotalteh

5.1 Users

The NAS has created the following users by default:

e admin
By default, the administrator ‘admin’ has access right to the system administration and cannot be
deleted.

e guest
This is a built-in user and will not be displayed on the ‘User Management’ page. A guest does not
belong to any user group. The login password is ‘guest’.

e anonymous
This is a built-in user and will not be shown on the ‘User Management’ page. When you connect to
the server by FTP, you can use this name to login.

The number of users you can create on the NAS varies according to the NAS models. See the table
below for more details:

Maximum number of users NAS models

1,024 TS-110, TS-210

2,048 TS-119, TS-219, TS-219P, TS-410

4,096 TS-419P, TS-410U, TS-419U, TS-239 Pro, TS-239 Pro II, TS-

259 Pro, SS-439 Pro, TS-439 Pro, TS-439 Pro II, TS-439U-
SP/RP, TS-459 Pro, TS-459U-SP/RP, TS-509 Pro, TS-559 Pro,
TS-639 Pro, TS-659 Pro, SS-839 Pro, TS-859 Pro, TS-809
Pro, TS-809U-RP, TS-859U-RP

137



The following information is required to create a new user:
e User name
The user name must not exceed 32 characters. Itis case-insensitive and supports double-byte
characters, such as Chinese, Japanese, and Korean. The invalid characters are listed below:
YNNI T =, F2 >

e Password
The password is case-sensitive and supports maximum 16 characters. Itis recommended to use
a password of at least 6 characters.

Users (

[Local Users s | ' [ 1mport Users |[ & Create a New User || € Create Muttiple Users |

L e
[~ | admin -

oM

O-Delete Total: 1| Display |10 | entries per page.
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Import User

You can import multiple user accounts to the NAS with this feature. To import multiple users, follow
the steps below:
1. Click ‘Import Users’.

Users ¢

|L0cal Users | ; | & mport Users ][ & Create a New User |[ & Create Muttiple Users |

admin

ODeIete Total: 1 | Display EI | eniries per page.

2. Select the option ‘Overwrite duplicate users’ if you want to replace the existing users.

3. Select the file of users and click ‘Next'.

QNAP Import Users

TURBDO NAS

You can impart multiple users and their settings ta the MAS with
this function. For detailed instructions, please refer to online help.

[T Overwrite duplicate users

Browze...
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4. A list of imported users will be shown. Abnormal or incorrect entries will be skipped. Click
‘Next'.

Import Lser Preview
User Name Password Cuota Group Name | Status
test test 2000 test --
userl userdl 2000 test --
userl? userd? 2000 test --
userdd userdd Mo limmit test --
userl4 userf4d 2000 test --
userda serda 2000 test --
-- userls 2000 test Flease enter Lser Mame.
userdy userdy 2000 test --

Step 2 of 3

5. The imported user accounts will be shown.

Users g

|L0ca| Users  |w| [ € 1mport Users |[ & Create a New User || ¥ Create Muttiple Users |

admin LIEEYE)
| test - LICIEIE)
I~ | user01 -
™ | user02 -
™ | usero3 -
™ | usero4 -
™ | userds -

l@ Delete I Total: 7 | Display entries per page.

N
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The NAS supports importing user accounts from txt or CSV files. To create a list of user accounts
with these file types, follow the steps below.

txt

1. Open a new file with a text editor.

2. Enter a user’s information in the following order and separate them by *
Quota (MB), Group Name

3. Go to the next line and repeat the previous step to create another user account. Each line

,"+ Username, Password,

indicates one user's information.

4. Save the file in UTF-8 encoding if it contains double-byte characters.

An example is shown as below. Note that if the quota is left empty, the user will have no limit in
using the disk space of the NAS.

I Book1.csv - Motepad : E|[Z|
File Edik Formak Wiew Help

test,test,2000,test
userQl,user0l, 2000, test

user02,user02, 2000,test
user03,user03, ,test

user04,user04, 2000, test
user05,user05, 2000, test

141



CSV (Excel)
1. Open a new file with Excel.
2. Enter a user's information in the same row in the following order:
Column A: Username
Column B: Password
Column C: Quota(MB)
Column D: Group name

3. Go to the next row and repeat the previous step to create another user account. Each row
indicates one user's information. Save the file in CSV format.

4. Open the CSV file with Notepad and save it in UTF-8 encoding if it contains double-byte
characters.

An example is shown as below:

4 | B | c | D
test test 2000 test
uzert] uzert] 2000 test
userl)z usert)z 2000 test
usert3 uzert3 test
ngerCd ugzer(id 2000 test
userts users 2000 test

L S U e
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5.2 User Groups

A user group is a collection of users with the same access right to the files or folders. The NAS has
created the following user groups by default:
e administrators
All the members in this group have the administration right of the NAS. You cannot delete this
group.
e everyone
All the registered users belong to everyone group. You cannot delete this group.

The number of user groups you can create on the NAS varies according to the NAS models. See the

table below for more details:

Maximum number of user groups |NAS models

128 TS-110, TS-210
256 TS-119, TS-219, TS-219P, TS-410
512 TS-419P, TS-410U, TS-419U, TS-239 Pro, TS-239 Pro II,

TS-259 Pro, SS-439 Pro, TS-439 Pro, TS-439 Pro II, TS-
439U-SP/RP, TS-459 Pro, TS-459U-SP/RP, TS-509 Pro, TS-
559 Pro, TS-639 Pro, TS-659 Pro, SS-839 Pro, TS-859 Pro,
TS-809 Pro, TS-809U-RP, TS-859U-RP

A group name must not exceed 256 characters. It is case-insensitive and supports double-byte
characters, such as Chinese, Japanese, and Korean, except the following ones:
YNLT =, X2 < >0

User Groups

Local Groups (v - =} ['\} Create a User Group ]
administratars
EVERONe

[ test

entries per page.

Total: 3 | Display
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5.3 Share Folders

Share Folders

You can create different network share folders for various types of files, and assign different access
rights to the users or user groups.

The number of share folders you can create on the NAS varies according to the NAS models. See
the table below for more details:

Maximum number of share folders NAS models
256 TS-110, TS-119, TS-210, TS-219, TS-219P, TS-410
512 TS-419P, TS-410U, TS-419U, TS-239 Pro, TS-239 Pro

II, TS-259 Pro, SS-439 Pro, TS-439 Pro, TS-439 Pro 1I,
TS-439U-SP/RP, TS-459 Pro, TS-459U-SP/RP, TS-509
Pro, TS-559 Pro, TS-639 Pro, TS-659 Pro, SS-839 Pro,
TS-859 Pro, TS-809 Pro, TS-809U-RP, TS-859U-RP

On the share folder list, you can view the current data size, number of sub-folders and files created
in the network share, and the folder status (hidden or not).

Share Folders E

| SHARE FOLDERS || I |

Shares | & Mew Share Folder H\} Restore Dafault Metwark Shares |

Download 2958 MB .....

Multimedia 19.87 GB 348 3984 MNo (2)@) () (@)

Network Recycle Bin 1 13.45 KB 4 2 No (2] (23] (ves () ()
Public 5.48 OB 1446 16453 No EBERERE
Recordings 26.45 KB 19 2 Mo
Ush 13.45 KB 4 2 Mo

ek 21.06 MB 36 1076 Mo (2] (23] (ves () ()
O root 170.08 GB 2973 B4813 Mo E BRI
Total: 8 | Display = ! [
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To create a share folder, click 'New Share Folder'.

Shares

| & Mew Share Folder | < Restore Default Network Shares ]

Download 9,58 MB EE R

Multimedia 19.87 GB 348 3994 Mo (2)(2) () [@][R)

Metwork Recycle Bin 1 13.45KB 4 T Mo
Public 5.48 6B 1446 18453 Mo
Recordings 25,45 KB 19 T Mo
Ush 13.45 KB 4 2 Mo
ek 21.06 MB 36 1076 Mo

O root 170.08 GB 2973 64813 Mo

Toal 1 Dislay 10 @ o RS S TR

Click 'Next'.

Create A Share Folder il

ONAR Create a Share Folder

TURBD NAS

This wizard guides you through the following settings:

® Share Folder Settings
* Privilege

To continue, click MNext. To exit, click Cancel.

Step 1 of 7
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Enter the share folder settings.

e Folder name: Enter the share folder name. The share folder name does not support'/ \ [ ] : ;

| =, + *?2 < >""

e Hide Folder: Select to hide the folder or not in Microsoft Networking. When a folder is hidden, you
have to enter the complete directory \\NAS_IP\folder_name to access the folder.

e Lock file (oplocks): Opportunistic locking is a Windows mechanism for the client to place an
opportunistic lock (oplock) on a file residing on a server in order to cache the data locally for
improved performance. Oplocks is enabled by default for everyday usage. For networks that
require multiple users concurrently accessing the same file such as a database, oplocks should be
disabled.

e Path: Specify the path of the folder or select to let the NAS specify the path automatically.

e Description: Enter an optional description of the folder.

Create A Share Folder A

QNAP Share Folder Settings

TurEO NAS
Folder Name: test @
Disk Yolume: Ehﬂirrnring Diskvolume: Drive 1 2 » |
Hide Folder: Oves ® No i ]
Lock file (oplocks): ®ves O Mo
Path: @Specifg.r path autormatically

OEnterpath rmanually

Description:

Step 2af7 BACK. NEXT CANCEL
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Select the way you want to specify the access right to the folder and specify the guest access right.

Create A Share Feolder A

ONAP Privilege
TURBDO MAS
You can select one of the following methods to configure the user
access right to the network share folder:
) Full access (Grant full access right for everyone)
® By zar
(O By User Group
O Qnly the systermn administrator (admind has full access. General
uzers have Read Only access,
GuestAccess Right:
® Deny Access O Read arnly O Readirite
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If you select to specify the access right by user or user group, you can select to grant read only,
read/write, or deny access to the users or user groups.

Create A Share Folder 5

ACCESS Control (By User)

Q Total: 7 IR I 2 LT
User Name | Read onhy | Read\write | Deny Access
adrmin O L
test ] F
userdd i ] ¥
userl? Fi ]
userd3 F ]
userid Fi F
userls Fi ]
Step 4 of 7
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Confirm the settings and click 'Next'.

Create A Share Folder L.

QNRAP Confirm Settings
TUREBDO NAS
Folder Hame: test
Hide Folder: Mo
Lock file {oplocks): Yes
Path: Mirraring Disk Yolume: Drive 1 2 jtest
Description:
Access right: By Llser
Access UserUser Group: admin, test, user02, user03, userld,
userdsa .
Step B of 7
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Click 'Finish' to complete the setup.

Create A Share Folder

QNRAP Setup complete

TUREBD NAS
The newy share folder has been created successiully.
Click FINISH to exit.

Step ¥ aof ¥
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To delete a share folder, select the folder checkbox and click 'Delete'. You can select the option

'Also delete the data in these folder(s)' to delete the folder and the files in it. If you select not to

delete the folder data, the data will be retained in the NAS.

name again to access the data.

You can create a folder of the same

| SHARE FOLDERS || I

Bre: Faolder ﬂx} Restore Default Metwark Shares ]

Allthe selected share falder(s) will he removed. Are
yal sure?

[l aiso delete the data in these folder(s).

3 No ZEmeR
3984 Mo (&) () (v (@)
2 No ZEmeR

TR T =4 T

Recordings 2545 kB 19
Ush 1345 KB 4
Weh 21.06 MB 26
root 170.08 GB 2873

ntries per page.

Toll 8 | Display 10 ¥

16458 No ()@ (@)
7 N ZawneR

2 Na ZaweR
1076 Mo EmeR
64813 No ()2 (@)
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ISO Share Folders

You can mount the ISO image files on the NAS as ISO share folders and access the contents without
disc burning. The NAS supports mounting up to 256 ISO share folders.

*TS-110, TS-119, TS-210, TS-219, TS-219P, and TS-410 support maximum 256 network share
folders only (including 6 default network share folders). The maximum number of ISO image files
supported by these models is less than 256 (256 minus 6 default share folders minus number of
network recycle bin folders).

Follow the steps below to mount an ISO file on the NAS by the web interface.

1. Login the NAS as an administrator. Go to 'Share Folders' > 'ISO SHARE FOLDERS'. Click 'Mount
An ISO File'.

Share Folders

| SHARE FOLDERS | | IS0 SHA